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Abstract: The cross-sections of the "I (n, 2n) “Tand “Cs (n, 2n) "Cs reactions at neutron energies of 13.83 +
0.05, 14.33 £ 0.10, and 14.79 = 0.10 MeV were measured relative to the “Nb (n, 2n) ”™Nb reaction using the activa-
tion technique in combination with off-line y-ray spectrometry. A neutron beam was generated from the T (d, n) ‘He
reaction using the K-400 neutron generator at the China Academy of Engineering Physics. Considering the correla-
tions between different attributes, detailed uncertainty propagation was performed using covariance analysis, and the
cross-sections were reported with their uncertainties and correlation matrix. The uncertainty of the measurement
cross-sections ranged from 4.84 to 5.90%, which is lower than previous experimental data. Furthermore, the theoret-
"I and 'Cs (n, 2n) "2Cs reactions were calculated using the TALYS-
1.95 and EMPIRE-3.2.3 codes. Then, the experimentally determined cross-sections were analyzed by comparing
them with literature data available in the EXFOR database and evaluated nuclear data in the ENDF/B-VIII.0, JEFF-
3.3, JENDL-5, BROND-3.1, CENDL-3.2, and TENDL-2021 databases. Compared with the values previously repor-
ted in the 13.8-14.8 MeV energy region, the precision of the results obtained in this study was greatly improved. The

ical excitation functions of the "*'I (n, 2n)

current experimental results with thorough uncertainties and covariance information are critical for verifying the reli-

ability of the theoretical model and improving the quality of the nuclear database.
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I. INTRODUCTION

Accurate measurement of neutron-induced cross-sec-
tions is of significant importance in the study of nuclear
reaction mechanisms and reactor technology. Such data
also play a key role in nuclear transmutation calculations
and the evaluation of nuclear models [1]. As neutron
breeder materials, the cross-sections of iodine and cesi-
um induced by neutrons in the energy range of approxim-
ately 13 to 15 MeV are vital for the construction of fu-
sion reactors and fourth generation fast reactors, as well
as the measurement of neutron energy spectra using the
activation method. The activation cross-sections of neut-
ron-induced iodine and cesium reactions have been meas-
ured by several groups; however, most were obtained 30
years ago, and the data are highly scattered [2—21]. The
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majority of i (n, 2n) "I cross-section measurements
were made before 1990, and only data measured by
Gandhi were taken after 2000 [2—15, 22]. The deviation
of these experimental measurements almost exceed
100%, and the uncertainty of most experimental sections
is greater than 10%. As an example, the cross sections of
the *'1 (n, 2n) "I reaction measured by Maslov et al. and
Santry et al. are significantly higher than other literature
data [5, 6]. The latest cross-section of the Pes (n, 2n)
"2Cs reaction was obtained almost 30 years ago, and
most studies only measured one or two energy points
[6-8, 16—21]. Although Bormann measured for a wide
range of energies, the data were far fewer than the cross-
sections measured by other studies and the excitation
functions of the evaluation database [13, 17]. Therefore,
re-measuring is necessary to obtain more precise cross-

* Supported by the Key Laboratory of Nuclear Data Foundation (JCKY2022201C151), and the National Natural Science Foundation of China (11975113).

" B-mail: lanchl@lzu.edu.cn
* E-mail: weiyt2021@lzu.edu.cn

©2023 Chinese Physical Society and the Institute of High Energy Physics of the Chinese Academy of Sciences and the Institute of Modern Physics of the Chinese

Academy of Sciences and IOP Publishing Ltd

094001-1


http://orcid.org/0000-0002-1123-2742
http://orcid.org/0000-0002-4917-4808

Changlin Lan, Yuxing Niu, Yuting Wei ef al.

Chin. Phys. C 47, 094001 (2023)

126 133

sections of *'I (n, 2n) “"Tand ~Cs (n, 2n) "2Cs around
the 14 MeV energy region.

In addition, the uncertainty accompanying the activa-
tion cross-section is essential in determining a reasonable
margin, which contributes to both safety and economy in
nuclear applications [23, 24]. If several data points of the
activation cross-sections are involved in determining the
quantity of interest, the correlation (covariance) among
the data points must also be considered to avoid overes-
timating or underestimating the uncertainty in the quant-
ity of interest [25]. Therefore, modern evaluation reports
attempt to provide not only the best estimate of the cross-
section but also the uncertainty and covariance describ-
ing the correlation among the cross-sections. However, in
most previous data, details are not reported on error
propagation and correlations among the different attrib-
utes. Considering the above facts, new experimental
cross-sections with covariance analysis are needed to
verify the reliability and improve the accuracy of these
evaluated nuclear data and theoretical models.

In this study, the cross-sections of the 1 (n, 2n)
and '’Cs (n, 2n) "2Cs reactions at neutron energies of
13.83 £ 0.05, 14.33 £ 0.10, and 14.79 + 0.10 MeV were
measured via neutron activation in combination with a
high purity germanium (HPGe) detector. Then, a detailed
covariance analysis was performed to estimate the uncer-
tainty of the cross-sections and the correlation matrix
between different reaction cross-sections. The experi-
mental results were compared to existing cross-section
data available in the EXFOR database and evaluated data
of the ENDF/B-VIIL.O, JEFF-3.3, JENDL-5, BROND-
3.1, CENDL-3.2, and TENDL-2021 libraries. The excita-
tion function of the nuclear reactions was calculated in
the neutron energy range from the threshold to 20 MeV
using the nuclear theoretical model programs TALYS-
1.95 and EMPIRE-3.2.3. The motivation for performing
these theoretical model calculations was to reproduce the
best-estimated results compared to the present measured
cross sections and existing experimental data reported in
the EXFOR database [22].
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II. EXPERIMENT DETAILS

The cross-sections of the '~'1 (n, 2n) I and '’Cs (n,
2n) "Cs reactions were determined by measuring the
characteristic y-rays emitted from the generated radionuc-
lides. The samples were activated by neutron irradiation,
and then the gamma spectrum was obtained by off-line
measurements with a low background HPGe detector.

A. Sample

The cesium iodide (Csl) powder of natural isotopic
composition (purity 99.99%) was pressed into a pellet
(approximately 20.0 mm in diameter, and 1.5 mm in
thickness). Monitor foils of natural niobium foils (purity

99.99%, and 0.1 mm in thickness) of the same diameter
as the pellet were attached at the front and back of each
Csl sample. Three groups of such samples were prepared
for irradiation and measurement.

B. [Irradiation and neutron energy determined

Irradiation was carried out using the K-400 Intense
Neutron Generator at the China Academy of Engineering
Physics (CAEP) and lasted approximately 17 h with a
yield of approximately 3 to 4x10" n/(4ns). The deuteron
ion beam current was 180 pA with of an energy of 250
keV. The solid tritium-titanium (T-Ti) target used in the
generator was approximately 2.59 mg/cm” thick. A
schematic diagram of the sample positions is shown in
Fig. 1. The groups of samples were placed at 35°, 75°,
and 112° relative to the deuteron beam direction and
centered around the T-Ti target at a distance of approxim-
ately 4.5 cm. During irradiation, the variation in the neut-
ron yield was monitored by the accompanying a particles
to make corrections for the fluctuation of the neutron
flux. The neutron energy determined by the Q equation
was (13.83 £ 0.05) MeV, (14.33 £ 0.10) MeV, and (14.79
+ 0.10) MeV, respectively [26, 27]. The uncertainties in
the incident neutron energies given above were the quad-
ratic summation of the uncertainties caused by the en-
ergy straggling of the incident deuteron ions on the T-Ti
target and the angle divergence from the target to samples
[28].

Position: 112° Position: 75°

Position: 35° l

" Radius:|4.5 cm

T-Ti target

Zr foil e

ND foil me——

Associated a particle Csl sample I

Fig. 1.
geometry.

(color online) Schematic diagram of experimental

C. Gamma spectroscopic measurements

The y-rays emitted from the activation sample were
measured by continuous off-line measurements with a
lead-shielded HPGe detector (ORTEC, USA). The sig-
nals were collected by ORTEC MAESTRO software,
which provided precise deadtime information. Before
measurement, the efficiency of the detector was calib-
rated using "’Eu standard sources with known activity.
The relative efficiency of the detector was 68% com-
pared to the Nal detector, and the energy resolution was
1.82 keV (FWHM) at 1.33 MeV of “Co. The details of
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Table 1. Nuclear decay data and their uncertainties used in this experiment [29-31].

Reaction Abundance of target isotope (%) Half-life of product /d E, of product /keV I, of product (%)
127 126
L(n 2n) 71 100 12.930 + 0.050 388.633 35.600 + 0.600
133 132
Cs(n, 2n) ~°Cs 100 6.479 + 0.007 464.466 1.580 = 0.090
"Nb (n, 2n) ”"Nb 100 10.150 = 0.020 934.440 99.150  0.040
the nuclear decay data and their uncertainties used in this Ine = —5.331079 — 0.661669InE. )

experiment are given in Table 1.
III. DATA ANALYSIS

A. Efficiency calibration of the detector
with uncertainty

A standard *’Eu point source of known activity was
used to calibrate the efficiency of the HPGe detector.
Various characteristic y-rays of "’Eu were measured by
placing the source at a distance of approximately 5 cm
from the detector [32, 33]. The nine considered character-
istic y-rays of the standard "’Eu source were 121.782
keV, 244.697 keV, 344.279 keV, 411.117 keV, 778.905
keV, 867.380 keV, 1112.067 keV, 1299.142 keV, and
1408.013 keV. The obtained efficiencies for the charac-
teristic y-ray energies of "’Eu are plotted in Fig. 2. The
efficiency calibration curve was fitted to a polynomial
function to obtain the most accurate values using the fol-
lowing expression [23—25, 33]:

Ine = py + pr (InE) + p3(InE)* + -+ + p,,(InE)™', (1)

where p,, is the fitting parameter. The best quality of fit
was achieved for m = 2, with x2/(9—-m)~1 [25]. The
polynomial function is given as

0020 F ' ' : : ' ]
— Fitted efficiency
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=
o
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=
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Fig. 2. (color online) Efficiency calibration curve of the HP-

Ge detector for the sample geometry source placed at a dis-
tance of 5 cm from the top of the detector.

By substituting the y-ray energies in Eq. (2), the effi-
ciencies of the y-rays emitted from %I and '°Cs were ob-
tained. The covariance matrix V.. at the characteristic y-
rays of the reaction products %1, 2Cs, and *"Nb was de-
termined by the equation in Refs. [25, 33]. Table 2
presents the detector efficiency estimates corresponding
to the characteristic y-ray energies of the reaction
products along with the correlation matrix. The estimated
efficiencies were required for further cross-section calcu-
lation.

Table 2. Interpolated detector efficiencies of the radionuc-
lide with its correlation matrix.

Type of reaction Efficiency Correlation matrix
P, 2m) T 0.00904 + 0.00018 1
¥Cs (n, 2n)'"Cs 0.00804 +0.00019  0.99845 1
“Nb (1, 2n) ""Nb 000506 = 0.00018 0.98410 0.99247 1

B. Determination of reaction cross-sections and the
corresponding uncertainty

The reaction cross-sections of 1 (n, 2n) "1 and
Cs (n, 2n) "Cs were determined using the following
expression [23, 34]:

133

Ax/lxamley(m) Emfm
Am/lmaxNny(x) Exfx

Cattn,
Cattn,,’

G3)

Tx=0m

where o represents the cross-section, the subscripts m and
x represent the monitor reaction and measured reaction,
respectively, A is the full energy peak area of the charac-
teristic y-ray, A is the decay constant of the product nuc-
leus, a is the abundance of the target nuclei, N is the
number of atoms, 7, summarized in Table 1 is the
branching intensity of y-rays, € is the full-energy peak ef-
ficiency, f is the time factor, given by (1-e *T)x
(1-e*)e=*A" T is the irradiation time, At is the cooling
time, ¢ is the measurement time, and Cattn is the total
correction factor of the counting process, given by
Cattn=Fg«Fc+F, (Fs,Fc,F, are the self-absorption
correction factor, cascade coincidence correction factor,
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and geometric correction factor, respectively).

The uncertainty propagation in the measured cross-
sections was determined by considering the fractional un-
certainty in various attributes, i.e., the timing factor (f;,
fn), efficiency (e, €,), y-ray intensity (I, Iym)), 150-
topic abundance of the nuclei (7), number of atoms (N,

Nu), v -ray characteristic peak counts (A,, A,,), and mon-
itor reaction cross-section (o,,). The uncertainties in 7T, ¢,
and Ar were so small that they could not be incorporated
into the uncertainty of the final reaction cross-sections.
Hence, the uncertainty in the final cross-section of this
study was calculated as

C. Covariance analysis

Covariance analysis is a mathematical tool that can
help to describe detailed uncertainties with cross-correla-
tion among different measured components. Nuclear data
are an experimental quantity with applications including
the design of fission and fusion reactors and nuclear
medicine [23, 24]. Therefore, it is necessary for measure-
ment experiments that generate these types of quantitat-
ive information to perform carefully and report the exper-
imental investigation in detail, including the experiment-
al uncertainties and their covariance matrix. Meanwhile,
this detailed information helps the evaluator assess the
nuclear data precisely and correctly. In this study, the ra-
dioactivity of all irradiated samples was measured with
the same detection system, and the same standard refer-
ence reaction cross-section was used for calculation.
Hence, the detector efficiency and standard cross-section
accuracy were the same for all neutron energies, indicat-
ing that the neutron energies were correlated with each
other. For the calculation of uncertainty in the measured
cross-sections and its covariance matrix, the counts of the
y-ray spectra and other parameters with definite uncer-
tainties were also considered.

The fractional uncertainties from all of these paramet-
ers and the correlation coefficients between different re-
action cross-sections are summarized in Table 3. Based
on these fractional uncertainties and correlation coeftfi-
cients, the results of the measured reaction cross-sections
with their uncertainties and correlation matrix are presen-
ted in Table 4.

IV. THEORETICAL CALCULATION

The mutual verification between theory and experi-
ment is critical for obtaining reliable and accurate nucle-
ar data. Therefore, theoretical nuclear codes such as EM-
PIRE and TALYS have been developed as reliable tools
to calculate reaction cross sections, including those of
photons, neutrons, protons, tritons, deuterons, a-particles,
and “He as projectiles for target nuclei. The excitation
functions of the °'1 (n, 2n) I and "Cs (n, 2n) 2Cs re-
actions in the neutron energy region from the threshold to

4
A 5%0,5,)m +2 6026, COTT (€2, (1 e, 4)
1

20 MeV were calculated using the TALYS-1.95 and EM-
PIRE-3.2.3 codes [29, 30]. The calculations were based
on different mechanisms of the nuclear reactions, which
vary with incident energy. Three major reaction mechan-
isms, including direct reaction (DI), pre-equilibrium
emission (PE), and compound nucleus (CN), are con-
sidered in these codes. To estimate the contributions from
all such mechanisms, the codes incorporate various nuc-
lear models that use different sets of optical model para-
meters, level density, and so on. The contributions from
all three mechanisms compose the total reaction cross
section. The theoretical calculations were performed by
employing the optimum combination of input parameters,
and their values were obtained for various models and
parameters.

A. TALYS-1.95 calculation

TALYS is a nuclear reaction program that can calcu-
late the nuclear reaction cross-sections of photons, neut-
rons, protons, tritons, deuterons, a-particles, and He in
the 0.001 —200 MeV energy range and target nuclides
with nuclear masses of 12 or heavier. The nuclear reac-
tion models of the optical model, pre-equilibrium reac-
tions, compound reactions, and level densities, are all
contained in the TALYS-1.95 code. The distorted wave
Born approximation (DWBA) model was used for the
direct reaction contribution, and the calculation was per-
formed using ECIS-06 code [35, 36]. The two-compon-
ent exciton model developed by Kalbach was used to cal-
culate the pre-equilibrium emission contribution, and the
compound nucleus contribution was calculated using the
Hauser-Feshbach statistical model with width model cor-
rection using the Moldauer model [37-39]. To under-
stand the effect of nuclear level density and pre-equilibri-
um emission on the excitation function of neutron in-
duced reactions, an excitation function was estimated us-
ing six different nuclear level density models (default
parameters: Idmodel 1) and four pre-equilibrium models
(default parameter: preedmode 2) in TALYS-1.95 code.

B. EMPIRE-3.2.3 calculation

In EMPIRE, the description of the compound level
density parameter was obtained according to the Gilbert—
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Table 3. Fractional uncertainties and correlations in various attributes of the measured reactions.

Reaction E, MeV Number (x) A & I, f
13.83 £0.05 1.8637E-08 0.2379 0.0239 4.0049E-03
L (n, 2n) 1 14.33+0.10 2 2.7367E-08 0.2593 0.0261 4.3847E-03
14.79 +£0.10 3 3.2182E-08 0.2669 0.0268 4.5307E-03
13.83 £0.05 4 1.2240E-06 0.2487 0.0376 6.3374E-04
Cs (n, 2n) °Cs 14.33+0.10 5 1.7722E-06 0.2749 0.4152 7.1028E-04
14.79+0.10 6 2.0109E-06 0.3030 0.0458 7.9252E-04

Cor (1,1) 1 1 1 1

Cor (1,2) 0 1 0 0

Cor (1,3) 0 1 0 0

Cor (1,4) 0 0.9984 0 0

Cor (1,5) 0 0.9984 0 0

Cor (1,6) 0 0.9984 0 0

Cor (2,2) 1 1 1 1

Cor (2,3) 0 1 0 0

Cor (2,4) 0 0.9984 0 0

Cor (2,5) 0 0.9984 0 0

Correlation coefficient Cor (2,6) 0 0.9984 0 0

Cor (3,3) 1 1 1 1

Cor (3,4) 0 0.9984 0 0

Cor (3,5) 0 0.9984 0 0

Cor (3,6) 0 0.9984 0 0

Cor (4,4) 1 1 1 1

Cor (4,5) 0 0.9984 0 0

Cor (4,6) 0 0.9984 0 0

Cor (5.5) 1 1 1 1

Cor (5,6) 0 0.9984 0 0

Cor (6,6) 1 1 1 1

Table 4. Measured reaction cross-sections with uncertainty and correlation.

Type of reaction E, /MeV Cross-section /Barns Correlation matrix
13.83 4 0.05 1.4189 = 0.0694 1.0000
2L 2m) 1 1433 £0.10 1.5468 + 0.0824 0.5893 1.0000
14.79£0.10 1.5919 + 0.0873 0.5892 0.5892 1.0000
13.83 +0.05 1.4836 + 0.0719 0.5231 0.5231 0.5231 1.0000
Cs (n, 2n) s 14.33£0.10 1.6402 £ 0.0878 0.5231 0.5231 0.5231 0.4658 1.0000
14.79£0.10 1.8076 + 0.1067 05231 0.5231 05231 0.4658 0.4658 1.0000

Cameron model (LEVDEN 0), while the transmission
coefficients were calculated via the spherical optical
model using ECIS-06 code with the global optical model
potential, proposed by Koning and Delaroche for neut-
rons, taken from RIPL-3 library no. 204 [40, 41]. The
statistical Hauser-Feshbach model was used to calculate

the compound nucleus contribution [42]. For pre-equilib-
rium emission, the classical exciton model was used with
the PCROSS code to calculate the pre-equilibrium contri-
bution with a default mean free path multiplier (PCROSS
L.5).

094001-5



Changlin Lan, Yuxing Niu, Yuting Wei ef al.

Chin. Phys. C 47, 094001 (2023)

V. RESULTS AND DISCUSSION

The cross-sections of the °'1 (n, 2n) "I and "Cs (n,
2n) "2Cs reactions were determined relative to the monit-
or cross-section of *"Nb (n, 2n) ”™Nb at neutron energies
of 13.83 £ 0.05, 14.33 + 0.10, and 14.79 £+ 0.10 MeV.
The cross-sections with their uncertainties and correla-
tion matrix are presented in Table 4. The final uncertain-
ties of the "1 (n, 2n) "I and '*Cs (n, 2n) "2Cs reaction
cross-sections were 4.84%—5.90%. The measured cross-
sections in this study are plotted in Figs. 3 and 5 along
with the already existing experimental data reported in
the EXFOR database. Moreover, the present results were
compared with evaluated nuclear data from ENDF/B-
VIIIL.0, JEFF-3.3, JENDL-5.0, BROND-3.1, CENDL-3.2,
and TENDL-2021 and the nuclear reaction model codes
EMPIRE-3.2.3 and TALYS-1.95.

127

A. I (n, 2n) "] reaction

As shown in Fig. 3, the cross-sections of | (n, 2n)
I were compared with the available literature data in
the EXFOR database [2—15, 22]. The measurements in
the approximately 14 MeV region exhibited a discrep-
ancy between data measured by different groups, and the
reported data by Qaim ez al. and Martin et al. were lower
than the data of this study and evaluated data [12, 15].
The cross-sections of this study were lower than data
measured by Lin et al., Santry et al., and Maslov et al.
but consistent with the evaluated data of the TENDL-
2021 databases within the uncertainty range [3, 5, 6]. A
considerable improvement in accuracy was achieved for

the measured data in this study, which indicates that ap-
propriate covariance analysis can improve data precision.
Considering the correlation of uncertainties arising from
various sources of experimental error, the final uncer-
tainty results should be evaluated more accurately [33].

In addition, the excitation function of the "*'1 (n, 2n)
"I reaction was calculated theoretically using the TA-
LYS-1.95 and EMPIRE-3.2.3 codes. As shown in Fig. 4,
the theoretical cross sections calculated using TALYS-
1.95 (Idmodels 1-6, preeqmode 1-4) and EMPIRE-3.2.3
were consistent with the present measured data, and the
trend of the theoretical results was in accordance with the
existing data. The excitation functions calculated by EM-
PIRE-3.2.3 were in good agreement with experimental
data in shape and magnitude. However, the results meas-
ured by Santry et al. and Maslov et al. in the range 12-15
MeV and the evaluated data of the JEFF-3.3 and
CENDL-3.2 databases at 9-20 MeV were higher than the
excitation function calculated using the TALYS-1.95 and
EMPIRE-3.3.2 codes [5, 6]. This shows that more experi-
mental data are still needed to verify the accuracy of the-
oretical calculations.

B. Cross-section of the ’Cs (n, 2n) "2Cs reaction

The measured cross-sections of the reaction 'Cs (n,
2n) "Cs are shown in Fig. 5 along with the existing data
from the EXFOR database, in which the excitation func-
tions of the ENDF/B-VIIIL.0, JEFF-3.3, and BROND-3.1
databases are exactly the same in shape and magnitude
[6—8, 16—22]. The measurements in the approximately 14
MeV region exhibited a discrepancy between data meas-
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Fig. 3. (color online) Cross-section of the

I (n, 2n) "I reaction measured in this study and comparative studies with existing exper-

imental cross-section data at different neutron energies and evaluated data.
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Fig. 4. (color online) Cross-section of the 1 (n, 2n) "I reaction measured in this study and comparative studies with the theoretic-
ally calculated results from TALYS-1.95 (ldmodels 1-6, preeqmode 1-4) and EMPIRE-3.2.3.
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Fig. 5. (color online) Cross-section of the e (n, 2n) "2Cs reaction measured in this study and comparative studies with existing ex-
perimental cross-section data at different neutron energies and evaluated data.

ured by different groups. The cross-sections in this study
were higher than data measured by Bormann et al. but
consistent with the evaluated data of the ENDF/B-VIIIL.O,
JEFF-3.3, and BROND-3.1 databases within the experi-
mental uncertainties [13, 17].

The excitation function of the '’Cs (n, 2n) "2Cs reac-
tion was calculated theoretically through the TALYS-
1.95 and EMPIRE-3.2.3 codes. As shown in Fig. 6, the

theoretically calculated results from the EMPIRE-3.2.3
and TALYS-1.95 (Idmodels 1-6, preeqmode 1-4) codes
were also in good agreement with the present measure-
ment at 14-17 MeV and followed the trend of experi-
mental and evaluated data, which increased with increas-
ing neutron energy at 10—17 MeV. The nuclear model us-
ing TALYS-1.95 code showed that the constant temperat-
ure and Fermi-gas model (Idmodel 1) was appropriate for

094001-7



Changlin Lan, Yuxing Niu, Yuting Wei ef al.

Chin. Phys. C 47, 094001 (2023)

2.2 T 1 ' 1 T T
L — =—preegmods 1
20 | — =preegmode 3
| preegqmade 4
= |dmcdel 1
1.8 | —- -ldmodel 2
I = =Ildmedel 3
—~1.6 | —--ldmodel 4
2 | —— Idmodel 5
a 14k Idmodel 6 p
m EMPIRE-3.2.3
—
Z1.2}f
R
B1.0F
% L
s 081
w 3
206}
O
04
02}
0.0}
| I IR R NPT |

@ present work _

133Cs(n,2n)*%Cs

9 10 11

12 13 14 15 16 17 18 19 20 21

Neutron Energy (MeV)

Fig. 6. (color online) Cross-section of the B (n, 2n) "*Cs reaction measured in this study and comparative studies with the theoret-
ically calculated results from TALYS-1.95 (Idmodels 1-6, preeqmode 1-4) and EMPIRE-3.2.3.

the cross-sections of the "°Cs (n, 2n) "*2Cs reaction in the
14—15 MeV energy region, whereas that composed of mi-
croscopic level densities (Skyrme force) from Hilaire’s
combinatorial tables (Idmodel 5) was consistent in the
13—14 MeV energy region. Furthermore, above 17 MeV,
the evaluated data of the CENDL-3.2 databases were
lower than other evaluated data and the excitation func-
tion calculated using the TALYS-1.95 and EMPIRE-3.3.2
codes. The excitation function calculated using the exist-
ing model was uniformly different from the evaluation
database and experimental data. Therefore, more experi-
mental data are still needed to verify the accuracy of the-
oretical calculations, and the theoretical calculation para-
meters must be further improved.

VI. CONCLUSIONS

In this study, the cross-sections of the 1 (n, 2n) 2

and "7Cs (n, 2n) "2Cs reactions induced by neutron ener-
gies of 13.83 +0.05, 14.33 £0.10, and 14.79 + 0.10 MeV
were measured relative to the reference reaction = Nb (n,
2n) ”"Nb. The methodology of the covariance matrix
was employed in the efficiency calibration of the HPGe
detector and the uncertainty measurement of the 1 (n,
2n) "I and ’Cs (n, 2n) "2Cs reaction cross-sections. The
uncertainties in the measured cross-sections were in the
range 4.84% ~ 5.90%, and the precision of the data was
greatly improved compared with the available literature
data in the EXFOR database. The present experimental
results were in good agreement with the evaluated data

from the ENDF/B-VIIL.0O, JEFF-3.3, BROND-3.1, and
TENDL-2021 databases. In addition, the measured cross-
sections were also reproduced using the theoretical nucle-
ar reaction models EMPIRE-3.2.3 and TALYS-1.95. The
excitation function calculated by EMPIRE-3.2.3 code
was in good agreement with the experimental cross-sec-
tions of "1 (n, 2n) T in shape and magnitude. The ex-
citation function calculated using the level density model
of ldmodel 1 in TALYS-1.95 was consistent with experi-
mental data in the 14—15 MeV energy region, while the
excitation function calculated using ldmodel 5 was in
good agreement with experimental data in the 13—14
MeV energy region. The accuracy of the current results,
with detailed uncertainties and covariance information
measured alongside the latest experimental data, was
greatly improved, especially for the es (n, 2nm) 2Cs re-
action, providing covariance information for the first
time. Accurate cross-section data contribute to improv-
ing the knowledge of cross-sections and optimizing the
input parameters of models, which are critical for verify-
ing nuclear reaction codes, particularly in the case of nuc-
lear reactions with conflicting experimental data.
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