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Abstract: We present a systematic determination of the responses of PandaX-II, a dual phase xenon time projec-
tion chamber detector, to low energy recoils. The electron recoil (ER) and nuclear recoil (NR) responses are calib-
rated, respectively, with injected tritiated methane or *Rn source, and with **' Am-Be neutron source, in an energy
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used to fit the light yield and charge yield for both types of recoils. The best fit models can describe the calibration
data significantly. The systematic uncertainties of the fitted models are obtained via statistical comparison to the data.
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I. INTRODUCTION

The nature of dark matter (DM) remains an in-
triguing physics question today. The direct search for an
important class of dark matter candidate, the weakly in-
teracting massive particles (WIMPs), has been acceler-
ated by development in dual phase xenon time projection
chambers (TPCs), such as PandaX-II [1], XENON-IT
[2], and LUX [3]. In these detectors, a WIMP may inter-
act with xenon nuclei via elastic scattering, depositing a
nuclear recoil (NR) energy from few keV,, to a few tens
of keV . ys or fs from internal impurities. The detector
materials produce electron recoil (ER) background events
with insignificant probabilities identified as the NR sig-
nals.

In a dual phase xenon TPC bounded by a cathode at
the bottom in the liquid and an anode at the top in the gas,
each energy deposition is converted into two channels,
the scintillation photons and ionized electrons. The
former is the so-called S1 signal. Electrons are sub-
sequently drifted towards the liquid surface, and extrac-
ted into the gas region with delayed electroluminescence
photons (S2) produced. Both S1s and S2s are collected by
two arrays of photomultiplier tubes (PMTs) located at the
top and bottom of the TPC. For a given event, the com-
bination of S1 and S2 allows the reconstruction of the re-
coil energy and vertex, and the proportion of S1 and S2
serves as a significant discriminant for ER and NR. It is
essential to determine the detector response via in situ
calibration.

For the ER response, the injected sources used in
PandaX-II, include tritiated methane (CH;T), 22ORn, and
83mKr. For NR calibration, an external >*' Am-Be (AmBe)
neutron source was used. In this study, the detector re-
sponses are determined by fitting these data under the
NEST2.0 [4] prescription.

The rest of this paper is organized as follows. In Sec.
I1, the detector conditions and calibration setups are intro-
duced. In Sec. III, data processing and event selection
cuts are presented. The response model simulation will be
introduced in Sec. IV, followed by detailed discussions
on the fits of the light yield and charge yield, before the
conclusion in Sec. V.

II. CALIBRATION SETUP

The PandaX-II experiment, located at the China Jin-
ping underground laboratory (CJPL) [5], was under oper-
ation from March 2016 to July 2019, with a total expos-
ure of 132 ton-day for dark matter search. The operation

was partitioned into three runs, Runs 9, 10, and 11 [6],
with calibration runs interleaved in between. The detect-
or contained 580-kg liquid xenon in its sensitive volume.
The liquid xenon was continuously purified through two
circulation loops, each connected to a getter purifier. The
internal ER sources were injected through some loop.
Two PTFE tubes, at 1/4 and 3/4 height of the TPC sur-
rounding the inner cryostat, were used as the guide tube
for the external AmBe source. The TPC drift field in Run
9 was 400 and 317 V/cm in Runs 10/11, corresponding to
the maximum drift times 350, and 360 ps, respectively.
The running conditions, key detector parameters, and
event selection ranges for the calibration data sets are
presented in Table 1.

A. Tritiated methane

Tritiated methane calibration was initially developed
by a LUX experiment [7] and recorded an excellent in-
ternal low energy S events. The tritiated methane source
used in the PandaX-II was procured from American Ra-
dio labeled Chemicals, Inc., with a specific activity of 0.1
Curie per mole of methane. The injection diagram is
shown in Fig. 1. The tritiated methane bottle was im-
mersed in a liquid-nitrogen cold trap, so that a control-
lable quantity of CH;T gas can diffuse through a needle
valve to the 100 mL mixing volume. The gas in the mix-
ing volume was flushed with xenon gas into the detector.

The injection of tritium was performed in 2016 after
Run 9, wherein approximately 5.4x107!° mol of meth-
ane was loaded into the detector. The tritium events were
distributed uniformly in the detector. Liquid xenon was
constantly circulated at approximately 40 SLPM (stand-
ard liter of gas per minute) through the purifier. The dura-
tion for the calibration run was 44 days, and the later data
set with an average electron lifetime of 706 ps is used as
the ER calibration data.

We observed that the hot getters were inefficient to
remove tritium with activity plateau at 10.2 pBg/kg. We
performed an offline distillation campaign after the calib-
ration to reduced the tritium activity to 0.049+0.005
uBg/kg in Runs 10/11 [6].

220

B. Rn

*Rn, a decay progeny of **Th,is a naturally occur-
ring radioactive noble gas isotope. Because its half-life is
55 s, the probability to contaminate the liquid xenon TPC
is insignificant, as initially demonstrated in XENON100
[8]. Details of *Rn calibration setup and operation in
PandaX-II is presented in Ref. [9]. The injection system
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Table 1.

Summary of ER and NR calibration data sets and corresponding detector configurations. PDE, EEE, and SEG, respectively,

are the photon detection efficiency, electron extraction efficiency, and single electron gain. The values and systematics uncertainties are
from Ref. [6]. Eqif and Eexuaer are the drift field and extraction field. The number of events correspond to the calibration data after all

cuts, which are described in Sec. II1.

Data set Run9 AmBe

Run9 Tritium

220.

Runs 10/11 AmBe Runs 10/11 “"Rn

PDE 0.115+0.002
EEE 0.463+0.014
SEG 24.4+0.4
Egrige/(V/em) 400
Eexiract/(kV/em)
Livetime/d 6.7
Number of events 2902

Drift time cut/ps 18-200

18-310

0.120+0.005
0.475+0.020
23.540.8

317

4.56
48.5 11.9

11196 8841

50-200 50-350

The processing of the calibration data follows the pro-

range cut S1:3-150 PE S2:100-20000 PE Erec <25 keV S1:3-150 PE S2:100-20000 PE Erec <25 keV
Rn220 solrce metric locations in each loop to evenly sample the detect-
MFC  conlainer . . L .
2 —ilﬁﬂ— or. For different source locations, no significant differ-
KNF pummp ' ,'( ence is identified in the detector response, therefore, we
From TPC l i grouped the data in the analysis.
Flow Meter ‘
& III. DATA SELECTION
o

L4 To TRPC 1<

Fig. 1.  (color online) Tritiated methane (blue) and *Rn
(red) injection system. Tritiated methane injection system is
installed downstream of the purifier to prevent chemical at-
tachment to the purifier before entering into TPC.

consisting of a mass flow controller and a *>Th source
chamber with filters upstream and downstream, is shown
in Fig. 1. In this injection, lantern mantles treated with
thorium nitrate (Th(NOj3)4) were used as the radon
sources that gives a rate of 31.7 + 0.3 B *Rn decays in
the FV (define later in Sec. III). After *’Rn was injected
into the detector, the f-decay of the daughter nucleus
*%py gives uniformly distributed ER events with energy
extending to zero. 11.9 days of *Rn data in 2018 are
used as the low energy ER calibration for Runs 10/11.

C. AmBe

Neutron calibration data with an AmBe (a, n) source
[10] with an approximate neutron emission rate of 2 Hz,
producing an approximate 400 low energy nuclear re-
coils in the FV per day, were considered in Run 9 and
Runs 10/11. The source was placed in the external calib-
ration tubes. Calibration runs were recorded at eight sym-

cedure in Ref. [6]. Compared to the analyses [1, 11], sev-
en unstable PMTs are inhibited from all data sets for con-
sistency. This enhanced the PMT gain calibration, qual-
ity cuts, position reconstruction, and corresponding non-
uniformity correction.

The raw S1 and S2 of each event is initially corrected
for position non-uniformity based on the three-dimen-
sional variation of the raw S1 and S2 for the uniformly
distributed mono-energetic events, e.g. 164 keV (*1™Xe)
owing to activation from the neutron source. The correc-
tion to S1 is a smooth three-dimensional hyper-surface.
The correction to S2 is separated into an exponential at-
tenuation vs. drift time (electron lifetime 7), and a smooth
two-dimensional surface in the horizontal plane.

The electron equivalent energy of each event is recon-
structed by

Erec = WX

S1 S2 )’ 0

PDE | EEExSEG

where W = 13.7 eV [12] is the average energy to produce
either a scintillation photon or free electron in liquid xen-
on, and PDE, EEE, and SEG, respectively, are the photon
detection efficiency (ratio of detected photoelectrons to
the total photons), electron extraction efficiency, and
single electron gain, from the data (see Ref. [6] and
Table 1). Recently, there is a new measurement of W in
liquid xenon [13], yielding W = 11.5+0.5 eV, however,
we used approximately 16% less. If we adopted the new
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value, the PDE and EEE will increase by 16%, although
the main effect in the response model in (S1, S2) will be
scaled out.

Events with a single pair of S1 and S2 are selected.
The fiducial volume (FV) definition is consistent with
Ref. [6], except that a lower cut in drift time (200 ps) is
applied to the AmBe data to prevent events that multi-
scatter and deposit part of the energy in the below-cath-
ode region, leading to suppressed S2 [11]. The lower se-
lection cuts S1 >3 PE and S2;,, > 100 PE are applied to
all data sets. For the AmBe data, the upper selection cut is
set at S1 <150 PE (~ 80 keV,,). For ER data, events with
Erec <25 keV are selected. The vertex distributions of se-
lected events are shown in Fig. 2, with FV cuts indicated.
For all run sets, the bright bands at the maximum drift
time (corresponding to cathode background) is constant at
different radii. This is consistent with our COMSOL [14]
simulation that predicts a better than 1% field uniformity
throughout the FV. Therefore, in all later detector models,
no field non-uniformity is considered.

The distributions of S2 vs. §1 for ER and NR events
shown in Fig. 3 are used to determine the detector re-
sponse model.

IV. DETERMINATION OF PANDAX-II
RESPONSE MODELS

Our ER and NR response models is adapted from the
prescription of NEST2.0 [4]. The light yield (L,) and

drift time[us]

e Sl
A e Ml
Radius[em?]

(a) Run 9 AmBe

drift time[yus]

(c) Run 9 tritium

Fig. 2.
ated by dashed red line in each figure.

drift timefyus]

charge yield (Q,), defined as the number of initial quanta
(photons or ionized electrons) per unit recoil energy, can
be parameterized and fitted to the calibration data. The
simulation models are discussed in Sec. IVA and Sec.
IVB, and thereafter used for the data fitting in Sec. IVC

A. Quanta generation

For a distribution of true recoil energy from the calib-
ration source, each recoil energy E, is converted into two
types of quanta, scintillation photons ngh or ionized elec-
trons n?. For the NRs, the visible energy is quenched in-
to Epx L owing to the unmeasurable dissipation of heat in
the recoil, where L is the so-called Linhard factor from
0.1 to 0.25 for Ej less than 100 keV . [15].

For ER events, L is set to 1.0, to be consistent with
the definition of W in [4]. Although this definition indic-
ates that all ER energy is converted to photons or elec-
trons, it considered as a convention rather than a fact, be-
cause some energy can be lost to other excitations.

The total quanta is given by

EoL

w
O =L E 0= 0,E
nph_y 0> ne—Qy 0-

nq Engh +nl =
2
In NEST2.0, L, is parameterized as an empirical func-

tion of EyL, and L, and Q, are related by Eq. (2). The in-
trinsic (correlated) fluctuations in Y and ngh is encoded

K

S . 300
Radius*[em?]

(d) Runs 10/11 Radon

)

(color online) Event vertex distribution in drift time vs. radius-squared for each calibration data set. The FV region is indic-
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(a) AmBe in Run9
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51 xy.7 corrected [PE]

(c) Tritium in Run 9

Fig. 3.

=
Ay
B’
g
=
3
1]
e
i
e
7
E 1 1
n
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(b) AmBe in Runs 10/11
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51 x.y.7 comrected [PE]

(d) Radon in Runs 10/11

(color online) S2 vs. S1 of the selected calibration events. The red (blue) solid lines are the medians of NR (ER), and the red

(blue) dashed lines refer to the 90% quantiles. For comparison, the 90% quantiles from the best fit response models (Sec. IV) are over-
laid as the green (purple) dotted lines for NR (ER). The gray dashed curves are the equal-E,, and equal-E.. lines for the NR and ER

events, respectively.

in our simulation by an energy dependent Gaussian
smearing function f(EyL) as

n. =Gaus(n, f(EoL) x n?),

Nph =g —Ne 3)

wherein Gaus(u,0) is a Gaussian random distribution
with x4 and o as the mean and o=/, and f'is adjusted to the
data (see Fig. 4). The smearing includes intrinsic fluctu-
ations of the model and other time dependent systematic
fluctuations of the detector.

B. Model of the detector

The detector model is used to convert np, and n. to
detected S1 and S2. For the R11410-20 PMTs used in
PandaX-II, the double-photoelectron emission probabil-
ity by the 178 nm scintillation photons pap. is recorded as
0.21+0.02 from the data [6]. Therefore, the total detec-
ted photons (Ngpn) is given by

Ndph = Binom(nph, PDE/(l + pre)), (4)

in which Binom(, p) refers to a binomial distribution
with N throws and a probability p, and PDE/(1 + pape) is
the binomial probability to detect a photon. Ny, is ran-

domly distributed onto the two arrays of PMTs (55 each)
according to the measured top/bottom ratio from the data
(~1:2), to yield a significantly accurate simulation of the
total PMT hits. Each detected photons is then fluctuated
by pape, leading to the total photoelectrons

Npg = Ngph + Binom(Ngph, pape) - )

S1 can be subsequently obtained by applying the single
photoelectron (SPE) resolution, modeled as a Gaussian
with a ospg 0f 33% [16]

S1 = Gaus(Npg, 0spE X VNpE). (6)

Each S1 is required to have at least three hits, with each
hit larger than 0.5 PE to simulate the single channel
readout threshold and the multiplicity cut in the analysis
[6].

Similarly, §2 is simulated based on n. using detector
parameters from the data. For each event, the drift time
tafe 18 randomized according to the data distribution, lead-
ing to an electron survival probability s =exp(—taif/7)
with the electron lifetime 7 obtained from the data. At the
liquid level, the total electrons is
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Fluctuation(%)

Run 9 Tritium

Runs 10/11 Radon

L L L oo |
Visible energy [kchc](J

(a) ER

Fig. 4.
in electron equivalent energy keV,,

N, = Binom(rte, 5). (7)

The total extracted electrons N, and S2 can be simulated
as

N, =Binom(N,,EEE),
§2 =Gaus(N, x SEG,osg X YN.), ®)

where osg ~ 8.3 PE is the Gaussian width for the single
electron signals.

As discussed in Ref. [6], the nonlinearities in S1 and
S2 owing to baseline suppression firmware are measured
from the data, denoted by f1(S1) and f>(S2). So the de-
tected S1 and S2 are

Sly=S1Xf1,524=S2% f. )

Finally, the data selection efficiency is parameterized
as a Fermi-Dirac function

1

&S la)= 51d—po)’

(10)

1+ exp(

p1
where po and pjare determined by fitting to calibration
data. We observed that the S2 efficiency can be omitted,
presumably owing to the large S2.,, > 100 PE selection
cut that is signficantly above the trigger threshold of 50
PE [17]. The final efficiency at high energy end is ab-
sorbed in this analysis by normalizing the data with the
simulation.

C. Extraction of parameters in the response model

In this section, the ER and NR response models will
be fitted against the calibration data in S1 and S2 using
unbinned likelihood. The systematic uncertainties of the
models are quantified by a likelihood ratio approach.

Run 9 AmBe

Runs 10/11 AmBe

Fluctuation(%)
RREEE RS AL SRR e EEA

L L L |
Visible energy [kchcj0

°

(b) NR

(color online) The empirical fluctuation parameter f'as a function of visible energy for the ER (left) and NR (right) data, both

1. The likelihood function

As an initial approximation, L, can be fitted from the
medians of the calibration data distribution by

S1

INEee/L) = ———— |
y (Erec/L) PDE X E,e./L

(1)

where E.. (Eq. (1)) is the reconstructed energy includ-

ing all detector effects, and the % is the estimate of E.

The true L, can be parameterized as
4
Ly(Eq) = L)(Eo)+ )" caPa(Eo), (12)
n=0

in which P,(Ey) is the nth order Legendre polynomial
functions, and ¢, can be fitted to data.

For a given model, a two-dimensional probability
density function (PDF) in (S1,82) is produced with a
large statistics simulation described in Secs. IVA and
IVB using the following sets of parameters: a) PDE, EEE
and SEG constrained by their Gaussian priors (Table 1),
with the anti-correlation between PDE and EEE embed-
ded (see Ref. [18]), b) parameters for (S 1,) in Eq. (10),
with a flat sampling of pg € (2,5) and p; € (0,1), respect-
ively, and c) a 4th order Legendre polynomial expansion
for L, in Eq. (12), with ¢,(n=0,1,2,3,4) uniformly
sampled from -5 to 5. Experiments were performed to in-
vestigate if the polynomial expansion converges after the
3rd power. Parameters such as the fluctuation in the elec-
tron lifetime and, that are independently determined from
the data were fixed in the simulation. For the baseline
suppression nonlinearities, the smooth probability distri-
butions determined from the data in Ref. [6] are sampled.

To compare the data to the PDF, a standard unbinned
log likelihood function is defined in the space of (S1,52)
as
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N
2IngL = Z —2In(P(S1,52%), (13)
i=1

where P(S1/,52%) is the probability density for a given
calibration data point i, and N is the total number of
events for each calibration data set.

2. The best fit and allowable parameter space

An independent parameter scan is performed to de-
termine the best fit model for each calibration data set.
The best fit corresponds to the PDF that yields the min-
imum —2InL. For illustration, the centroids and 90%
quantiles of the best fit models from the four data sets are
shown in Fig. 3, where the data are consistent.

The parameter space allowable by the calibration data
is determined based on the likelihood ratio approach in
Ref. [19]. For each set of fixed parameters, 1000 mock
data runs are produced with equal although Poisson fluc-
tuated statistics as the calibration data. The test statistic
for each mock run is defined as the difference between
the log likelihood calculated using the fixed point PDF,
and the global minimum value from the parameter scan
as,

AL = -2InLgyeqa — (=2InLiyin) . (14)

D 90% integral

g

=
38

8

2
=l
= 30
(=]
o
20
10
0 I I I | | hponl |
0 20 40 60 80 100 120 140 160 180 200
AL
(a) AmBe in Run 9
50; )
r D 90% integral
40}
s
= 30—
g op
2T
O r

>

P Y P R A A
0 20 40 60 80 100 120 140 160 180 200

(¢) Tritium in Run 9
Fig. 5.
gions indicate the 90% integrals.

The distributions of AL for the mock data generated from
the best fit parameters for the four calibration data sets
are shown in Fig. 5. The blue dashed regions refer to the
90% integrals from zero, beyond which the difference
between the mock data set and its own PDF is less likely.
The 90% boundary values for AL at other parameter
space points are similar. Therefore, AL of the real data is
tested around the best fit, and the allowable space is
defined by the 90% boundaries in Fig. 5. The correspond-
ing allowable range of distributions in recoil energy, S1,
and S2 are shown in Fig. 6, together with the calibration
data that were consistent.

The resulting best fit 0, and L, for the NR and ER
events are shown in Fig. 7, overlaid with the world data,
and the native NEST2.0 predictions [4]. The shaded
bands indicate the 90% allowable model space, with un-
certainties owing to detector parameters and statistics of
the calibration data naturally incorporated. Our NR mod-
els cover a wide energy range from 4 to 80 keV,,. At the
two drift fields (400 and 317 V/cm), our optimal NR
models are consistent as expected. For the Q, distribu-
tion with recoil energy from 4 to 15 keV,,,, there is signi-
ficant spread among the world data, wherein our Q, is
significantly consistent with Ref. [20] (Xenon-1T 2019),
although lower than others. The NEST2.0 global fit, pre-
dominantly driven by data from Ref. [21] (LUX DD), has
a higher Q, than that of our model. The global data con-

D 90% integral

Counts
N
3

| A1

[ Il | 1 | Il il
0 20 40 60 80 100 120 140 160 180 200

AL

(b) AmBe in Runs 10/11

4

=3

D 90% integral

35

oW
5 g

u
8

Counts
ERC A R

L) PP

po e b b b b Bl 1
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(d) Radon in Runs 10/11

(color online) The distribution of AL for mock calibration data sets generated at the best fit parameter points. The shaded re-
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Fig. 6. (color online) The comparison of calibration data (points) and model (shaded bands = 90% allowable) in the recoil energy, S1,

and S2, in Run 9 and Runs 10/11. For the *Rn energy distribution (j
cut.

sistency improved significantly above 15 keV,,.. L, of our
NR models, in contrast, is consistent with most world
data, except some insignificant tension at above 25 keV
with Ref. [22] (Manzur 2010), which bears large uncer-
tainties by itself.

For the ER models, Q, (L,) for Run 9 is higher
(lower) than that for Runs 10/11. This behavior is expec-
ted because the initial ionized electrons are less likely to
be recombined in stronger drift field. Our model at 400
V/em is consistent with Ref. [23] (Xenon100) at similar

075001

), the decrease at high energy end is due to the 150 PE S1 range

drift field, although there is some considerably insconsist-
ency with Refs. [24, 25] (neriX 480 V/cm, Lin 424
V/em). Our Q, (Ly) at 317 V/cm is lower (higher) than
the world data, including that from Ref. [21] (LUX) taken
at 180 V/cm (and that from Ref. [20] at 81 V/cm, not
drawn), and the native NEST2.0 predictions. The key sys-
tematic effects can cause the differences in our data inter-
pretation. For example, the three-dimensional uniformity
correction for S1 and S2, correlated with position recon-
struction, can lead to uncertainties in the PDE and EEE.
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(color online) Charge yield Q, (a) and light yield L, (b) of the NR and Q, (c) and L, (d) of the ER obtained from the PandaX-

II data: blue=400 V/cm, red=317 V/cm. Overlaid world data include: NR from Refs. [21, 22, 26-29], and ER from Refs. [7, 24, 25, 30],
as indicated in the legend. The native NEST2.0 predictions are drawn in black curves, solid (317 V/cm), and dashed (400 V/cm). The
XENONIT responses [20] are not included in the ER figures since the operation field (81 V/cm) is significantly different from the

PandaX-II conditions, and for visual clarity.

Athigh energy, the saturation of PMTs and the after-
pulsing under large S2s are also potential source of bi-
ases in these parameters. At low energy, the uncertainty
of the selection efficiency, the BLS nonlinearity, and un-
certainties in recoil energy distributions (particularly for
NR events) can lead to systematics in the low energy re-
sponse curves. Because most systematics can affect glob-
al measurements, investigations on systematics are desir-
able.

Notwithstanding the global comparison, for PandaX-
II, models determined from in situ calibrations are the
most self-consistent models to be used in the PandaX-II
dark matter search data. Our best fit models presented
herein have been adopted in the analysis in Ref. [6], with
an overall uncertainty of 20% in the dark matter rate nor-
malization to record global uncertainties.

V. CONCLUSION
We present an ER and NR responses from a PandaX-

IT detector based on calibration data from operation at
two different drift fields (400 and 317 V/em). The empir-
ical best fits to the data and model uncertainties are ob-
tained, indicating significant consistency between the
data and our models. In comparison to those presented in
Refs. [18, 31], the models in this work cover the entire
PandaX-II data taking period, with a signficantly exten-
ded energy ranges from 4 to 80 keV,(NR) and 1 to 25
keVe(ER). At the two drift fields, our NR models are
consistent, and our ER models exhibit a relative shift.
Both behaviors are consistent with expectation.

Our models are also compared to some world data.
Our NR models lie in the large global spread. For the ER
response, our model yields a higher (lower) L, (Qy) in
comparison to most world data, indicating some unac-
counted systematic uncertainties in our or other measure-
ments. These discrepancies encourage continuous calibra-
tion effort and further investigations of systematics in the
data. Finally, the analysis approach presented herein is
generalized and can be applied to similar noble liquid
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TPC experiments.
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