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Abstract: In this study, we calculate the ## pQCD production cross-section at the NNLO and determine the top-
quark pole mass from recent measurements at the LHC at the center-of-mass energy VS =13 TeV to a high preci-
sion by applying the principle of maximum conformality (PMC). The PMC provides a systematic method that rigor-
ously eliminates QCD renormalization scale ambiguities by summing the nonconformal S contributions into the
QCD coupling constant. The PMC predictions satisfy the requirements of renormalization group invariance, includ-
ing renormalization scheme independence, and the PMC scales accurately reflect the virtuality of the underlying pro-
duction subprocesses. By using the PMC, an improved prediction for the #f production cross-section is obtained
without scale ambiguities, which in turn provides a precise value for the top-quark pole mass. Moreover, the predic-
tion of PMC calculations that the magnitudes of higher-order PMC predictions are well within the error bars pre-
dicted from the known lower-order has been demonstrated for the top-quark pair production. The resulting determin-
ation of the top-quark pole mass, mf()le =172.5+1.4 GeV, from the LHC measurement at VS = 13 TeV agrees with
the current world average cited by the Particle Data Group (PDG). The PMC prediction provides an important high-
precision test of the consistency of pQCD and the SM at VS =13 TeV with previous LHC measurements at lower

q

CM energies.
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I. INTRODUCTION

The top-quark was discovered in 1995 by the CDF
and DO Collaborations [1, 2]. The large mass of the top-
quark and its large Yukawa coupling to the Higgs boson
play a crucial role in testing the electroweak symmetry
breaking mechanism and for searching for new physics
beyond the SM. Owing to its large mass, the top-quark
has a short lifetime, decaying well before hadronization
occurs. The spin of the top-quark is transferred directly to
its decay products, providing a unique platform for study-
ing its primary QCD interactions. Thus, the determina-
tion of the value of the top-quark mass to a high preci-
sion is of great interest.

The top-quark mass is also a primary input parameter
of the SM. For example,

e The stability of the quantum vacuum derived from
the shape of the Higgs potential is very sensitive to the
top-quark mass; thus, a precise value of the top-quark
mass is required to predict the evolution of vacuum sta-
bility accurately [3, 4].

e The couplings of the top-quark to other particles are
fixed through the gauge structure in the SM. The top-
quark mass is related to the W-boson mass and Higgs-bo-
son mass through radiative and loop corrections. Thus, a
precise determination of these three masses provides an
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important test of the internal consistency of the SM.

Currently, the top-quark mass is inferred in two basic
ways. The first approach employs kinematic observables
sensitive to the top-quark mass; e.g., one can determine
the top-quark mass from the kinematic reconstruction of
the decay products of the top-quark. Such top-quark mass
measurements are referred to as “MC mass” (mM©); the
most precise determinations of the top-quark mass have
been obtained in this approach. Recently, the CMS and
ATLAS collaborations at the LHC have established the
value, mM€ =172.26 +0.61 GeV [5]. However, these dir-
ect kinematical determinations are not linked to the QCD
Lagrangian top-quark mass in the specific renormaliza-
tion scheme employed in theoretical predictions.

An alternative approach employs the mass depend-
ence of the cross-section calculated at next-to-next-to-
leading order (NNLO) perturbative QCD (pQCD). The
top-quark mass can be determined by comparing the
measured cross-section with the fixed-order theoretical
predictions. This method allows for the extractions of the
top-quark mass in theoretically well-defined mass
schemes, and the extracted mass can then be identified
with the top-quark pole mass (). Theoretical argu-
ments suggest that the difference between MC mass mM©
and pole mass m’* is approximately 1 GeV [6-8]. Not-
ably, quarks are confined inside hadrons and have not
been observed as physical particles. The notion of a quark
mass relies on a theoretical definition. The pole mass is
the renormalized quark mass in the on-shell (OS) scheme
for the renormalization of the QCD Lagrangian.

Significant efforts have been devoted to determining
the pole mass, m’® by comparing measurements with the
predicted # production cross-section (see e.g., [9-16]).
The Particle Data Group (PDG) currently provides the
world average of the top-quark pole mass [17]:

mP® =172.4+0.7 GeV. (1)

To provide maximal constraints on the top-quark pole
mass, a key objective is to obtain a highly precise theoret-
ical prediction for the top-quark pair production cross-
section. The QCD prediction depends in detail on the
choice of the renormalization scale, yu,, controlling the
QCD running coupling a,(Q?). It has been conventional
to either estimate the renormalization scale to represent
the characteristic momentum flow Q of the pQCD pro-
cess or to minimize the large logarithmic corrections in
the pQCD series. For example, the renormalization scale
can be chosen as the top-quark mass m;, to eliminate large
logarithmic terms, such as In(u,/m,); the uncertainty from
theory is then estimated by varying the estimated renor-
malization scale over an arbitrary range, e.g.,
wr € [my/2,2m;]. This uncertainty in determining the

renormalization scale is the main source of the uncer-
tainty of the predicted top-quark pair production cross-
section and thus the extracted top-quark pole mass.

An essential principle of renormalization group in-
variance (RGI) is that a physical observable cannot de-
pend on theoretical conventions, such as the choice of the
renormalization scheme or the renormalization scale. The
conventional procedure of estimating the renormalization
scale introduces an inherent scheme-and-scale depend-
ence for the pQCD predictions; thus, it violates the funda-
mental principle of RGI. Moreover, the perturbative
series based on an estimated scale is in general factori-
ally divergent at large orders, behaving as o{fjn!-the
“renormalon” problem [18] where B, determines the log-
arithmic evolution of a,. Furthermore, the theoretical er-
ror estimated by simply varying u, over an arbitrary
range is an unreliable and arbitrary estimate, as it only
partly reflects the unknown and factorially divergent per-
turbative contributions from the nonconformal terms, and
it has no sensitivity to the conformal contributions. The
conventional procedure of estimating the renormalization
scale is also inconsistent with the well-known Gell-
Mann-Low procedure [19], which determines the renor-
malization scale rigorously and unambiguously in
quantum electrodynamics (QED).

The principle of maximum conformality (PMC) [20-
24] provides a systematic way to eliminate the renormal-
ization scheme and renormalization scale uncertainties in
non-Abelian pQCD predictions. The PMC is the underly-
ing principle for the well-known Brodsky-Lepage-Mack-
enzie approach [25], generalizing the BLM procedure to
all orders in a,;. The PMC scales are determined at each
order in pQCD by simply absorbing all the B terms that
govern the behavior of the running coupling in the renor-
malization group equation (RGE). After applying PMC
scale-setting, the resulting pQCD series matches the cor-
responding conformal series with 8 =0. As the divergent
n! renormalon terms do not appear, the convergence of
the pQCD series is greatly improved. As the PMC predic-
tions do not depend on an arbitrary choice of the renor-
malization scheme, the PMC scale-setting satisfies all the
principles of RGI [26-28]. The application of the PMC
for QCD reduces to the Gell-Mann-Low scale setting for
QED in the Abelian limit (N¢c — 0 at fixed Cr) where the
running coupling sums all the vacuum polarization inser-
tions. After applying the PMC, there is some residual
scale dependence due to the uncalculated higher-order
perturbative terms; however, unlike conventional renor-
malization scale-setting, this source of theoretical error is
highly suppressed [28].

The PMC has been successfully applied to several
high-energy processes. We have shown that a compre-
hensive, self-consistent pQCD explanation of both the
top-quark pair production cross-section and the top-quark
pair forward-backward asymmetry measured at the Tev-
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atron and LHC can be obtained by applying the PMC
[29-33]. Due to the elimination of the renormalization
scale ambiguity, the PMC predictions have much less un-
certainties compared with the conventional predictions.
We have previously obtained precise values for the top-
quark pole mass: m™° =173.7+1.5 GeV and 1742+ 1.7
GeV from measurements at the LHC with +/s=7 and 8
TeV, respectively [34]. Highly precise top-quark pair pro-
duction cross-sections have now been measured at the
LHC at VS =13 TeV (see e.g., [10, 12, 13, 35-40]). The
precision of some experimental measurements is even
higher than that of theoretical predictions. Thus, it is of
interest to reanalyze the top-quark pair production cross-
section and to provide an improved prediction by using
the PMC. The top-quark pole mass can then be determ-
ined via a detailed comparison of the production cross-
section with the experimental measurement given by the
LHC with VS =13 TeV. Thus, the PMC analysis
provides an important high-precision test of the consist-
ency of pQCD and the SM at VS = 13 TeV with the LHC
measurements at lower CM energies.

The remaining sections of this paper are organized as
follows. In Sec. II, we calculate the top-quark pair pro-
duction cross-section by applying the PMC and compare
our PMC predictions with the experimental measurement;
we discuss uncalculated higher-order contributions for
the top-quark pair production cross-section. The result-
ing precise determination of the top-quark pole mass
from the measured 7 production cross-section at VS =13
TeV is presented in Sec. Il and compared with determin-
ations at lower CM energies. Section IV presents the
summary of the paper.

II. NUMERICAL RESULTS AND DISCUSSIONS

FOR THE ¢ PRODUCTION CROSS-SECTION
According to the QCD factorization for inclusive pro-
cesses at leading twist, the cross-section for the top-quark
pair production pp — #X can be expressed as the cross-
section for the hard scattering parton-parton subprocess

weighted by the parton distribution functions (PDFs) of
the partons participating in the scattering processes; i.e.,

f ds L5, S5 otiratty), (2)

where the parton luminosities £;;,

S
LS =5 [ St (ovng) ym ().

N

The parameters uy and p, are the factorization and

renormalization scales, respectively, S denotes the had-
ronic center-of-mass energy squared, and s = x;x,S is the
subprocess center-of-mass energy squared, where
x1 =8/S and x; = s/§. The PDFs fi/u (xa,pf) (@ =1 or 2)
are the universal functions that describe the probability of
finding a parton of type i with light-front momentum
fraction between x, and x, + dx, in the proton H,.

The partonic subprocess cross-section &;; can be
computed order-by-order as a series expansion in powers
of ay(u,). The QCD radiative corrections up to next-to-
next-to-leading order (NNLO) have been calculated in
Refs. [41-45]. The pQCD coefficients at the NNLO can
also be obtained by using the HATHOR program [46]
and the Top++ program [47].

A detailed PMC analysis for the top-quark pair pro-
duction cross-section up to the NNLO level has been giv-
en in Refs. [29, 30], and is therefore not repeated in this
paper. In this study, we calculated the top-quark pair pro-
duction cross-section at the LHC with VS =13 TeV fol-
lowing a similar procedure. For brevity, we will use m, to
represent m™' hereafter. To perform the numerical calcu-
lation, we initially take the top-quark pole mass as
m; =173.3 GeV [48], and utilize the CT14 parton distri-
bution functions [49]. The running coupling is evaluated
in the MS scheme from a,(My) = 0.118.

After applying the PMC, the PMC scales are determ-
ined by absorbing all the g terms that govern the behavi-
or of the running coupling in the RGE. The renormaliza-
tion scale uncertainty is eliminated. The determination of
factorization scale is a separate issue and its dependence
exists even for conformal theories. However, the factoriz-
ation scale uncertainty can be suppressed for the top-
quark pair production after using the PMC to obtain the
corresponding conformal series with 8 =0 [32]. The fac-
torization scale dependence can be resolved by matching
the perturbative prediction with the nonperturbative
bound-state dynamics [50]. At present, we adopt the usu-
al convention of choosing the factorization scale uy = m;,.

If one applies conventional scale setting, the total top-
quark pair production cross-section is o;lcony. = 777.7*30%
pb, where its uncertainty is estimated by varying the scale
€ [m;/2,2m,]. The estimated renormalization scale un-
certainty for the total top-quark pair production cross-sec-
tion is relatively small, due to accidental cancelations
among the contributing terms at different orders. The
renormalization scale uncertainty is rather large for each
perturbative term. Thus, fixing the renormalization scale
as m, appears to provide a reasonable prediction for the
total top-quark pair production cross-section; however,
one cannot identify the QCD correction at each perturbat-
ive order. For example, the scale uncertainty of next-to-
leading order (NLO) QCD correction terms for the (¢q)-
channel, which provides the dominant component of the
top-quark pair asymmetry, reaches 138% by varying the
scale y, € [m;/2,2m,] [33]. Simply fixing the renormaliza-

113102-3



Sheng-Quan Wang, Xing-Gang Wu, Jian-Ming Shen et al.

Chin. Phys. C 45, 113102 (2021)

tion scale at p, = m, also leads to a small top-quark pair
asymmetry, well below the data.

In fact, the magnitude of uncalculated higher-order
pQCD corrections for the top-quark pair production
cross-section is usually estimated by varying the renor-
malization scale in the range of u, € [m;/2,2m,]. This ad
hoc method only provides a rough estimate of the uncal-
culated nonconformal 8 terms at higher orders; however,
it has no sensitivity to the conformal contributions at the
same order. This is because the conformal contributions
have no dependence on the renormalization scale. There
are some typical examples to illustrate the unreliability of
error estimates using this conventional method, for ex-
ample, the hadroproduction of the Higgs boson via gluon-
gluon fusion at the NNLO level [51, 52] and the event
shape observables in electron-positron collisions [53], es-
pecially for two classic event shapes, the thrust and the C-
parameter [54]. The top-quark pair production cross-sec-
tion at the LO level also illustrates the unreliability of the
conventional error estimates, which is shown in the fol-
lowing text.

More explicitly, the pQCD corrections for the top-
quark pair production cross-section up to the nth-order
level can be expanded in the powers of the coupling con-
stant,

il =D Cial (), €))
i=1

where C; is the ith-order QCD correction coefficient, and
n=1,2,3 correspond to the QCD corrections at the LO,
NLO, and NNLO levels, respectively. The conventional
estimates of uncalculated higher-order pQCD corrections
obtained by varying u, € [m;/2,2m,] are presented in
Fig. 1. We can observe from Fig. 1 that the true NNLO
cross-section o ;INNLo, together with its error bar, is with-
in the predicted NNLO values from the NLO calculation.
However, the true NLO cross-section o;InLo, together

900

800 [

[ i

600 [

n (pb)

500 [

il
——

400

300

L‘O NLO NN‘LO
Fig. 1. (color online) Conventional estimates of uncalcu-
lated higher-order pQCD corrections, which are obtained by
varying u, € [m;/2,2m,] in all known lower-order terms. Here,
n=1,2,3 correspond to the QCD corrections at the LO, NLO,
and NNLO levels, respectively.

with its error bar, is outside the predicted NLO values
from the LO calculation. This is also presented by inde-
pendently varying the renormalization scale and the fac-
torization scale in Ref. [55]. Thus, the conventional way
of estimating the magnitude of uncalculated higher-order
contributions by varying u, € [m,/2,2m;,] is invalid for the
top-quark pair production at the LO level.

After using the PMC scale setting, the situation is dif-
ferent. The PMC scales are determined unambiguously,
and they are independent of the choice of the initial scale.
The resulting PMC series matches the conformal series
with B=0, and a slight change of the PMC scales will
break the conformal invariance and thus may lead to large
effects [30, 56]. Thus, we cannot simply vary the PMC
scales to estimate the magnitude of uncalculated higher-
order pQCD corrections, and the conventional way of
varying the scales is not applicable to PMC predictions.
Notably, an estimate of uncalculated higher-order contri-
butions can be characterized by the convergence of the
perturbative QCD series and the magnitude of the last-
known higher-order term. We adopted a more conservat-
ive method for estimating the uncalculated higher-order
terms for PMC predictions [27]. The PMC error estimate
is defined to match the value of the contribution from the
last-known higher-order term. This error estimate is nat-
ural for the PMC scale setting, because after the PMC,
the main uncertainty is from the last term at this order
with its unfixed PMC scale. As the renormalization scale
uncertainty is rather large for each perturbative term, this
approach for the error estimate cannot be applied to con-
ventional scale setting.

More explicitly, after applying the PMC, the top-
quark pair production cross-section (3) changes to

ol = ) Ci T (OO, @)

i=1

where C; and QPMC are the ith-order conformal coeffi-
cient and PMC scale, respectively. The PMC estimate of
uncalculated higher-order contributions for an ith-order
calculation is +[C; @i (QPM)lmax, where both C; and
af'(QMMC) are calculated by varying the scale
wr € [my/2,2m;] and the symbol “MAX” stands for the
maximum value of |C; af*!(QPM©)| within this region.

The PMC estimates of uncalculated higher-order
pQCD corrections for the top-quark pair production
cross-section are presented in Fig. 2. In contrast to the
conventional way of varying the scale in the range of
wr € [my/2,2m,], Fig. 2 shows that the higher-order cross-
sections, together with their error bars, using the PMC are
consistently within the predicted cross-sections defined
from the lower-order calculations. Moreover, the pre-
dicted uncalculated higher-order contributions quickly
approach stability. In fact, the prediction of PMC calcula-
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Fig. 2. (color online) PMC estimates of uncalculated higher-

order pQCD  corrections, which are taken as
£[C; ait! (QP™MC)|max, where the symbol “MAX” stands for the
within  the
uy € [my/2,2m,]. Here n=1,2,3 correspond to the QCD correc-
tions at the LO, NLO, and NNLO levels, respectively.

maximum value of |C;a}f!'(QPMO) region

tions that the magnitudes of higher-order PMC predic-
tions are well within the error bars predicted from the
known lower-order has been demonstrated in several
high-energy processes, for example, the Higgs decay to
b-quark pair T'(Higgs — bb) [27] and two gluon
I'(Higgs — gg) [57] processes, the ratio for electron-
positron annihilation into hadrons R(e*e™) [27], and the Z
boson decay to hadrons I'(Z — hadron) process [58].

When one applies PMC scale-setting, the renormaliz-
ation scales at each order are determined by absorbing the
B terms that govern the behavior of the QCD running
coupling via the RGE. The resulting total top-quark pair
production cross-section is o ;lpmc = 807.8 pb for a wide
range of the initial choice of scale u,. The scale errors for
both the total production cross-section and the individual
cross-sections at each perturbative order are simultan-
eously eliminated. Some residual scale dependence will
remain owing to uncalculated higher-order perturbative
terms beyond the NNLO. Unlike the conventional renor-
malization scale dependence, this scale dependence is
negligibly small.

We present a comparison of the PMC prediction with
the LHC measurements [10, 12, 13, 35-40] of the top-
quark pair production cross-section at VS =13 TeV in
Fig. 3. The theoretical error band is estimated by using
the CT14 error PDF sets [49] with the range of ay(Mz) €
[0.117,0.119], as in Ref. [11], and the uncertainty of 1.5%
from the LHC beam energy [36]. Figure 3 shows that the
PMC prediction for the total top-quark pair production
cross-section for VS =13 TeV agrees well with all the
corresponding LHC measurements.

As the experimental uncertainties correlated between
the two center-of-mass energies cancel out for the ratio of
total cross-sections, more precise results are obtained in
comparison with the individual measurements. We calcu-
late the cross-section ratios by the PMC and obtain
R13/7 =4.61+0.15 and R13/8 = 3241010, which are
presented in Table 1. The predicted cross-section ratios

T T T T T
o ATLAS, dilepton ce/su, ATLAS-CONF-2015-049
——————#%—— ATLAS, I+jets, ATLAS-CONF-2015-049
ATLAS, dilepton ex, PLB 761,136 (2016)
ATLAS, I+jets, ATLAS-CONF-2019-044
ATLAS, dilepton ep, EPJC 80,528 (2020)
CMS, dilepton ep, PRL 116,052002 (2016)
CMS, dilepton e, EPJC 77,172 (2017)

CMS, I-+jets, JHEP 09,051 (2017)

CMS, dilepton ey, EPJC 79,368 (2019)

L

———+teo———— CMS, all-jets, CMS-PAS-TOP-16-013

I
600 700 800 900 1000 1100 1200 1300 1400 1500

i (pb)
Fig. 3. (color online) Comparison of the PMC prediction

with the LHC measurements [10, 12, 13, 35-40] for the top-
quark pair production cross-section at VS = 13 TeV, where the
theoretical error band is estimated by using the CT14 error
PDF sets [49] with the range of a,(Mz) €[0.117,0.119] and the
uncertainty of 1.5% from the LHC beam energy [36].

Table 1. Predicted cross-section ratios Rj37 = ”;:3 Tev,
o™V and Riag :(Tt'; TeV/g8 TV The measured cross-section
ratios are taken from Ref. [10] as a comparison.

Measured cross-section ratio [10] PMC prediction

Ri3/7 4.54+0.08+0.10+0.12
Ri38 3.42+0.03+0.07+0.10

4.61+0.15
3.24+0.10

show excellent agreement with the latest ATLAS meas-
urement [10].

III. DETERMINATION OF THE TOP-QUARK
POLE MASS FROM THE ¢ PRODUCTION
CROSS-SECTION AT VS =13 TEV

The top-quark pole mass can be extracted from the
comparison of the pQCD prediction of the top-quark pair
production cross-section with the corresponding measure-
ments. As the precise theoretical prediction for the top-
quark pair production cross-section is obtained by using
the PMC, we can provide maximal constraints on the top-
quark pole mass.

We first parametrize the dependence of the # produc-
tion cross-section on the top-quark pole mass using the
following form [59]:

1725 \* m
G,;(m,)z(m) (C()+C] (—;}—1725)
t

+c(’”
2\ Gev

where the masses are given in units of GeV, and the coef-
ficients cg1 23 are determined from the PMC predictions
for the top-quark pair cross-section over a wide range of
m; [34]. The renormalization scale uncertainty for the #
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production cross-sections is eliminated using the PMC,
and thus has less uncertainty compared with the conven-
tional predictions.

To extract a reliable top-quark pole mass, we define a
likelihood function [60]

fm;) = f Jn(olmy) - fexp(orlmy)dor, (6)

where the functions fin(clm;) and fexp(clm,) are normal-
ized Gaussian distributions for the predicted and meas-
ured # production cross-sections, respectively. These two
functions can be written as

1 (0= on(my))?
- @@ —— I 7
T = o) eXp[ 2@oaimyt |
2
foxp(rim) = ——= lor=entmd) |
explOMy) = —F—&Xp|————5 |
P ! ZFAO'exp(mt) 2 (A(Texp(mt))2

Here, om(m;) and oep(m,) represent the predicted and
measured #f production cross-sections, respectively, and
the corresponding uncertainties are represented by
Aow(m;) and Acep(m,). The central value of the top-
quark pole mass is extracted from the maximum of the
likelihood function in Eq. (6), and the corresponding er-
ror ranges are obtained from 68% of the area around the
maximum of the likelihood function.

We present the top-quark pair production cross-sec-
tions at VS = 13 TeV as a function of the top-quark pole
mass m, in Fig. 4, where the thinner shaded band repres-
ents the predicted # production cross-section o, (m;) and
the corresponding uncertainty Aow(m,); the thicker
shaded band represents the current most precise experi-
mental measurement cross-section oex,(m;) and the cor-
responding uncertainty Aoy (m,) [10]. The dashed, dot-
ted, and dash-dot lines are experimental measurements
Oexp(m;) for the dilepton channel [36, 39] and the lepton
+ jets channel [37], respectively. The upper and lower
lines are the corresponding uncertainties. To extract a re-
liable top-quark pole mass, the uncertainty Ao(m;)
should include all the theoretical errors, such as a;,, PD-
Fs, and renormalization and factorization scales. After us-
ing the PMC, the renormalization scale uncertainty is
eliminated and the factorization scale uncertainty can be
suppressed for the top-quark pair production. The a,+
PDF uncertainty is estimated by using the CT14 error
PDF sets with the range of a4 (Mz)€[0.117,0.119], as in
Ref. [11]. Additionally, the uncertainty of 1.5% from the
LHC beam energy is assigned to the predicted cross-sec-
tion [36].

Note that the mass parameter used to characterize the
dependence of the measured cross-section on the top-

1000

T T T
I PMC prediction

dilepton ep[EPJC 80,528 (2020)] | 4
- - - dilepton eu[PLB 761,136 (2016)]
------------ dilepton ex[EPJC 77,172 (2017)]
------ 1+jets[ATLAS-CONF-2019-044] | ]

950

850 T T T L Tl T T T UG TR s T T T T T T T T

o (pb)

800 e T e T, el

750

700

650 -
166 168 170 172 174 176 178 180 182

my (GeV)
Fig. 4. (color online) Top-quark pair production cross-sec-

tions at VS =13 TeV as a function of the top-quark pole mass
m,, where the thinner shaded band represents the predicted #
production cross-section o, (m;,) with the corresponding uncer-
tainty Aoy,(m,), which is estimated by using the CT14 error
PDF sets with the range of a,(Mz) €[0.117,0.119] and the un-
certainty of 1.5% from the LHC beam energy; the thicker
shaded band represents the current most precise experimental
measurement cross-section oeyp(m;) and the corresponding un-
certainty Acexp(m;) [10]. The dashed, dotted, and dash-dot
lines are experimental measurements for the dilepton channel
[36, 39] and the lepton + jets channel [37], respectively. The
upper and lower lines are the corresponding uncertainties.

quark mass is the MC mass rather than the pole mass.
However, as the mass dependence of the measured cross-
sections is very small, as shown by Fig. 4, and the MC
and pole masses differ by approximately 1 GeV [6-8],
this approximation causes negligible bias for the determ-
ination of the top-quark pole mass. Thus, the intersection
of the theoretical and experimental curves shown in
Fig. 4 provides an unambiguous extraction of the top-
quark pole masses.

By using the experimental measurements for the
dilepton channel [10, 36, 39] and the lepton + jets chan-
nel [37] as the input for fi,(olm,), and then evaluating
the likelihood function (6), the resulting top-quark pole
masses are presented in Table 2. As observed, the top-
quark pole masses obtained from different channels show
good consistency. As the measurements for the dilepton
channel in Refs. [10, 36] are more precise and have less
dependence on the top-quark mass compared with the
measurements in Refs. [37, 39], the precision of the top-
quark pole masses obtained from the dilepton channel
[10, 36] is improved.

For the dilepton channel in Ref. [10], the measured ¢
production cross-section is o7 = (826.4 3.6 £ 11.5+ 15.7+
1.9) pb, with a relative uncertainty of 2.4%. This cross-
section is the most precise result measured so far. By us-
ing this measurement as the input for f,(olm,), we
present the corresponding likelihood function in Fig. 5,
where the area between the two vertical dashed lines rep-
resents 68% of the area around the maximum of f(m,).
By evaluating the likelihood function, a reliable top-
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Table 2. Top-quark pole mass (in unit GeV) determined by
evaluating the likelihood function (6). The experimental meas-
urements for the dilepton channel [10, 36, 39] and the lepton +
jets channel [37] are taken as the input for fexp(olm;).

dilepton [39]
33
173.3%35;

I+jets [37]
3.6
172.1%353

dilepton [36]
172.9+1.9

dilepton [10]

m;/GeV 1725+1.4

0.015- 1

0.010+

T(my)

0.005

0.000

168 170 172 174 176

m. (GeV)
Fig. 5. Likelihood function f(m;) defined in Eq. (6) for
VS =13 TeV, where the area between the two vertical dashed
lines represents 68% of the area around the maximum of

Sflmy).
quark pole mass is extracted to be

m; = 172.5+ 1.4 GeV )

at the LHC for VS =13 TeV. The relation between the
pole mass and the MS mass is currently known up to the
four-loop level [61, 62]. By converting the top-quark pole
mass to the MS definition, we obtain

mMS(m,) = 162.0+ 1.3 GeV (10)

for u, = m;. By directly applying the PMC to calculate the
MS mass for the results given in Refs. [61, 62], a precise
top-quark MS mass is also obtained [63].

As the experimental uncertainty at the LHC Run II
stage with VS = 13 TeV is lower than the experimental
uncertainty at the LHC Run I stage with VS =7 and 8
TeV, the precision of the determined top-quark pole mass
for VS =13 TeV is significantly improved compared
with the previous analysis for VS =7 and 8 TeV at the
LHC and VS =196 TeV at the Tevatron [34]. We
present the top-quark pole mass determined by the PMC
versus the CM energy VS in Fig. 6, where the PMC res-
ults at lower CM energies are taken from Ref. [34]. A
self-consistent determination of the top-quark pole mass
can be obtained using the PMC at different CM energies.

The top-quark pole mass is also extracted by compar-
ing the same measured cross-section [10] with the theor-
etical prediction calculated from conventional scale set-

180 :
——1.96 TeV
178l =T TeV
48 TeV
—A—13 TeV
76|
=
S
<
~74af
172 {
170 |
‘ L ‘

1.96 13

7 8
VS (TeV)
Fig. 6. (color online) Top-quark pole mass determined by
the PMC versus the CM energy VS, where the PMC results at
lower CM energies are taken from Ref. [34].

T T T T T T T T
ATLAS,7 TeV: JHEP 10, 121 (2015) _—
CMS,8 TeV: CMS-PAS-TOP-13-006
ATLAS,8 TeV: JHEP 11, 150 (2019) ——

ATLAS,8 TeV: EPJC 77, 804 (2017) ——
CMS,13 TeV: EPJC 80, 658 (2020) ——

tt Cross-section
ATLAS,7+8 TeV: EPJC 74, 3109 (2014) —_—
CMS,7+8 TeV: JHEP 08, 029 (2016) ——
CMS,13 TeV: EPJC 79, 368 (2019) —A—
ATLAS,13 TeV: EPJC 80, 528 (2020) —————
This work —*
Particle Data Group (2020) ——
Il Il Il Il Il Il Il Il Il Il

156 158 160 162 164 166 168 170 172 174 176 178
my (GeV)

Fig. 7.  (color online) Summary of the top-quark pole
masses, where our PMC prediction and previous determina-
tions [9-11, 13, 64-68] from collider measurements at differ-
ent energies and different techniques are presented. The top-
quark pole mass, m, =172.4+0.7 GeV, from the PDG [17] is
presented as the shaded band for reference.

ting; however, the scale uncertainty is one of the main er-
ror sources for the extracted top-quark pole mass. In con-
trast, as the PMC method eliminates the renormalization
scale uncertainty, the determined top-quark pole mass is
not plagued by any uncertainty from the choice of the
scale u,, and thus, the precision of the determined top-
quark pole mass is improved compared with the result ob-
tained from conventional scale setting [10].

The determined top-quark pole mass using the PMC
for VS =13 TeV can be cross-checked using other de-
terminations with different techniques by comparing the
predicted ¢7 cross-sections with the corresponding experi-
mental measurements, including the typical pole masses
m; =172.9*22 GeV from ATLAS [9] with the 7 and 8
TeV data, m, = 173.8*]7 GeV from CMS [11] with the 7
and 8 TeV data, m, =173.1"3 GeV from ATLAS [10]
with the 13 TeV data, and m, = 169.9*} GeV from CMS
[13] with the 13 TeV data. In addition to the inclusive #
cross-sections, the top-quark pole masses are extracted
from the 7+1 jet distribution, yielding m, = 173.7*23 GeV
from ATLAS [64] with the 7 TeV data, m, = 171.1*]2
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GeV from ATLAS [65] with the 8 TeV data, and
m; = 169.9*35 GeV from CMS [66] with the 8 TeV data.
The top-quark pole masses are also extracted from the
differential distributions, yielding m, =173.2+1.6 GeV
[67] and m, =170.9+0.8 GeV [68]. More explicitly, we
present a summary of the top-quark pole masses in Fig. 7.
The top-quark pole mass, m, = 172.4+0.7 GeV [17], from
the PDG is presented as the shaded band for reference.
Figure 7 shows that the top-quark pole masses obtained
from the PMC and the collider measurements at different
energies and different techniques show good consistency.

IV. SUMMARY

Fixed-order pQCD predictions based on conventional
scale setting are plagued by the renormalization scale u,
uncertainty. In contrast, the PMC provides a rigorous un-
ambiguous method for setting the renormalization scale.
The resulting PMC predictions are independent of the
choice of the initial renormalization scale and the choice
of renormalization scheme. The predictions using the
PMC satisfy the principles of RGI. The PMC is applic-
able to a wide variety of perturbatively calculable pro-
cesses. The residual renormalization scale dependence
due to uncalculated high-order terms is negligible be-

cause of the absence of the renormalon divergence and
the convergent pQCD series. Thus, the PMC greatly im-
proves the precision of tests of the SM.

The conventional way of estimating the magnitude of
uncalculated higher-order contributions by varying
ur € [my/2,2m,] is invalid for the top-quark pair produc-
tion at the LO level. After applying the PMC, a compre-
hensive, self-consistent pQCD explanation for the # pro-
duction cross-sections measured at the LHC collabora-
tions is obtained. The prediction of PMC calculations that
the magnitudes of higher-order PMC predictions are well
within the error bars predicted from the known lower-or-
der has been demonstrated for the top-quark pair produc-
tion. As the theoretical uncertainty is greatly reduced us-
ing the PMC, a reliable determination of the top-quark
pole mass, m, = 172.5+ 1.4 GeV, is obtained by compar-
ing the predicted PMC 7 cross-section with the latest
measurement for VS = 13 TeV. Our determination of the
top-quark pole mass is consistent with the previous de-
terminations obtained at lower LHC energies and differ-
ent techniques, providing a new and important test of the
SM. Compared to previous determinations, our determin-
ation using the PMC corresponds with the current world
average from the PDG, providing complementary inform-
ation.
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