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Abstract: Dual-energy X-ray absorptiometry (DEXA) has been widely applied to measure the bone mineral density

(BMD) and soft-tissue composition of the human body. However, the use of DEXA is greatly limited for low-

Z materials such as soft tissues due to their weak absorption, while X-ray phase-contrast imaging (XPCI) shows

significantly improved contrast in comparison with the conventional standard absorption-based X-ray imaging for

soft tissues. In this paper, we propose a novel X-ray phase-contrast method to measure the area density of low-Z

materials, including a single-energy method and a dual-energy method. The single-energy method is for the area

density calculation of one low-Z material, while the dual-energy method aims to calculate the area densities of two

low-Z materials simultaneously. Comparing the experimental and simulation results with the theoretical ones, the

new method proves to have the potential to replace DEXA in area density measurement. The new method sets the

prerequisites for a future precise and low-dose area density calculation method for low-Z materials.
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1 Introduction

The idea of dual-energy X-ray absorptiometry can
be traced back to the 1970s, when the method of dif-
ferentiating low-Z materials from high-Z materials with
a dual-energy scan was first proposed by Hounsfield [1].
Following his work, researchers including Zatz and Al-
varez et al. [2–4] reported the advantages of the dual-
energy method in material differentiation. In 1976, R. A.
Rutherford utilized a dual-energy scan to determine the
effective atomic number and electron density of materi-
als, and applied it to human tissue imaging [5]. Recently,
dual-energy absorptiometry has found increasingly wide
applications in the fields of clinical diagnosis, public se-
curity, etc [6–12]. As an application, dual-energy X-ray
absorptiometry is the “gold standard” in bone mineral
density (BMD) measurement, and it can also be used to
obtain the percentage fat in soft tissue, fat mass and lean
tissue mass [6–8].

However, low-Z materials, such as soft tissues, show
weak absorption of X-rays. Besides, different soft tis-
sues show similar characteristics in X-ray absorption

[13]. Therefore, conventional absorption-based dual-
energy CT has an inherent defect in material differen-
tiation for weak absorption materials [14]. While X-ray

phase-contrast imaging offers a dramatically higher con-
trast for weak absorbers as reported in the past few
decades [15–17], the reason lies in the refraction coef-
ficient exceeding the absorption coefficient by at least
three orders of magnitude. Moreover, the refraction co-
efficients of different soft tissues vary greatly [15].

In this paper, an innovative dual-energy phase-
contrast method is proposed, which is able to remarkably
promote the quality of identification and differentiation
of weakly absorbing materials, and meanwhile decrease

the radiation dose. Firstly, we derive the equations for
area density calculation, including single-energy method
and dual-energy method. Secondly, based on the exper-
imental results and a numerical simulation, we demon-
strate the feasibility of the methods. Finally, we discuss
the experimental data and potential applications of the
new dual-energy phase-contrast imaging method.
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2 Theory

When a beam of X-rays penetrates an object, the
variation of the intensity is given by

I = I0e
−µt, (1)

where I0 is the intensity of the incident X-ray, I repre-
sents the intensity of the emergent X-ray, t is the trans-
mission length, and µ is the linear attenuation coefficient.
Generally, Eq. (1) is written as

I = I0e
−(µ/ρ)ρt, (2)

where ρ is the density of the substance, and µ/ρ is known
as the mass attenuation coefficient, which is determined
by the characteristics of the substance, and ρt is the area
density of the substance, denoted by M . The area den-
sity is thus given by

M =− ln(I/I0)

µ/ρ
. (3)

The precise measurement of BMD is crucial for the
diagnosis of osteoporosis [18], and dual-energy X-ray ab-
sorptiometry actually measures the area density of bones
[6], which is primary work for further information extrac-
tion. Area density is usually expressed in g/cm2, and is
used to describe the bone mass per unit of projected
area, or the average mass per pixel. In order to diminish
the error introduced by the soft tissues, the dual-energy
method is proposed in the measurement [18]. For each
projection, two images at different levels of energy are
obtained with the dual-energy method. For the human
body, the penetration of dual-energy X-rays can be ex-
pressed by

IL = I0L exp[−(µ/ρ)LSMS −(µ/ρ)LBMB] , (4)

IH = I0H exp[−(µ/ρ)HSMS −(µ/ρ)HBMB ] , (5)

where subscripts L and H represent low and high energy,
respectively; and subscripts B and S represent bone and
soft tissue, respectively. Supposing that ULS=(µ/ρ)

LS
,

UHS = (µ/ρ)
HS

, ULB = (µ/ρ)
LB

, UHB = (µ/ρ)
HB

,
RS = ULS/UHS, RB = ULB/UHB, the area density of
the soft tissue and the bone can be obtained from Eq.
(4) and (5) as follows:

MS =
RB ln(IH/I0H)− ln(IL/I0L)

ULS −UHSRB

, (6)

MB =
RS ln(IH/I0H)− ln(IL/I0L)

ULB −UHBRS

. (7)

Accordingly, we can make a derivation from these
formulas to calculate the area densities with dual-energy

refraction data. The phase shift of X-rays when passing
through an object is

Φ =−k

∫

δdt, (8)

where k = 2π/λ is the wave vector, δ is the phase factor
and t is the transmission length. If the phase object is
homogeneous, namely, the phase factor δ is evenly dis-
tributed, Eq. (7) can be rewritten as

Φ =−kδt. (9)

Likewise, we define the mass phase factor as δ/ρ. Since
we know that the area density M = ρt, Eq. (8) is further
transformed to

Φ =−k(δ/ρ)M, (10)

if we use cylindrical samples which are even along the
length direction for theory deduction. Consequently, the
phase shift Φ is simply a function of the radius direction
(we denote it as the x direction), and the relationship
between phase shift Φ and refraction angle α is corre-
spondingly given by

Φ = k

∫

α(x)dx. (11)

Combining with the definition and assumptions as stated
before, the area density function of the refraction angle
is given by

M =−

[
∫

α(x)dx

]

δ/ρ
. (12)

Similarly, the penetration of dual-energy X-rays through
the human body can be described by

ΦL =−k(δ/ρ)SLMS −k(δ/ρ)BLMB , (13)

ΦH =−k(δ/ρ)SHMS −k(δ/ρ)BHMB. (14)

Supposing that ∆SL = (δ/ρ)SL, ∆SH = (δ/ρ)SH , ∆BL =

(δ/ρ)BL, ∆BH = (δ/ρ)BH , ZS =
∆SH

∆SL

, ZB =
∆BH

∆BL

, then

the area density of the soft tissue and the bone eventually
become

MB =
ΦLZS −ΦH

k∆BL(ZB −ZS)
, (15)

MS =
ΦLZB −ΦH

k∆SL(ZS −ZB)
. (16)
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3 Materials and methods

3.1 Experimental setup and working principles

For the experimental setup, a Talbot-Lau interferom-
eter was used in combination with a tungsten rotating
anode X-ray tube and a CCD detector constructed at
the Institute of Multidisciplinary Research for Advanced
Materials at Tohoku University, Japan, as illustrated by
Fig. 1.
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Fig. 1. (color online) Layout of hard-X-ray Talbot-
Lau interferometer. (a) Schematic of Talbot-Lau
interferometer. (b) Working principle of Talbot-
Lau interferometer.

The working current of the X-ray tube is 45 mA, and
the source grating G0 (period P0 = 22.7 µm, gold line
height 70 µm, size 20mm×20 mm) is made of gold, about
80 mm downstream of the X-ray tube. The phase grat-
ing G1 (period P1 = 4.36 µm, gold line height 2.43 µm,
size 50mm×50 mm) is situated 106.9 mm(l) downstream
of the source grating. The phase grating is designed to
generate a π/2 phase shift at a photon energy of 27 keV.
The samples are positioned upstream of the phase grat-
ing at a distance of about 50 mm. The distance between
the analyzer grating G2 (period P2 = 5.4 µm, gold line
height 65 µm, size 50mm×50 mm) and the phase grating
G1 is 25.6 mm(d). The detector, a scintillator CCD cam-
era with an effective receiving size of 68.4mm×68.4 mm
and pixel size of 18µm×18 µm, is placed downstream of
the analyzer grating G2.

It is necessary to emphasize that the parameters of
the optical elements are precisely designed and their rel-
ative positions are well optimized so as to obtain images
of high quality. The working principles are desribed in
Ref. [19]. The refraction angle α in the direction of axis
x can be quantified by

α =
λ

2π

∂Φ(x,y)

∂x
, (17)

where x and y are the coordinates of the plane perpen-
dicular to the optical axis, λ is the wavelength of the
incident X-ray and Φ(x,y) represents the phase shift of
the wavefront.

3.2 Data acquisition

Three phase objects were used for quantitative mea-
surement and evaluation: one polymethyl methacry-
late (PMMA) rod of 5 mm in diameter and two poly-
oxymethylene (POM) rods of 5 mm and 10 mm in di-
ameter respectively. The three cylinders were all 100
mm in height. During the experimental operation, all of
them were oriented parallel to the grating lines. A 5-step
phase stepping scan was used in the experiment. First,
the accelerating voltage of the tube was set at 35 kV, and
the samples placed at the optical axis. Then the samples
were removed and background images at 35 kV obtained.
Thereafter, the accelerating voltage was ramped up to 45
kV, with the procedure of data acquisition exactly the
same.

3.3 Information extraction

The absorption signal and the refraction signal are
retrieved by the following equations [20]:

A(m,n) = ln


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, (18)

α(m,n) =
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2πd
×arg
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, (19)

where (m,n) denotes the pixel position of the CCD sen-
sor, N is the number of the steps, subscript k represents
that the data is obtained at the kth step, and superscripts
s and b denote that the samples are added and removed,
respectively. P2 is the period of the analyzer grating G2,
and d is the distance between G1 and G2.

4 Results

4.1 Information extraction

Figure 2 shows the absorption images and refraction
images obtained from Eqs. (18) and (19).

Specifically, Fig. 2(a) shows the absorption image at
the accelerating voltage of 35 kV, while Fig. 2(b) is its
counterpart of the refraction image; Fig. 2(c) shows the
absorption image at the accelerating voltage of 45 kV,
and Fig. 2(d) is its counterpart of the refraction image.
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Fig. 2. (color online) Absorption and refraction im-
ages of the samples. (a) Absorption image at the
tube voltage of 35 kV. (b) Refraction image at
the tube voltage of 35 kV. (c) Absorption image
at the tube voltage of 45 kV. (d) Refraction im-
age at the tube voltage of 45 kV. The rods are
also numbered, where � is for the PMMA rod,
� is for the POM rod with the diameter of 5 mm
and � is for the POM rod with the diameter of
10 mm. All images are windowed for optimized
appearance with a linear gray scale.

4.2 Single-energy calculation

First, we calculate the area density of the samples
with the single-energy phase-contrast method. A cross

section of the samples is selected for the calculation, de-
noted in Fig. 2 by the red lines. The results are plotted
in Fig. 3, and the parameters necessary for the calcula-
tion are listed in Table 1.

The black and red curves in Fig. 3 plot the area
densities calculated based on the conventional absorp-
tion method and the proposed phase-contrast method,
respectively, in comparison with the theoretical predic-
tion highlighted by the blue curve. In order to quantify
the calculation errors, the centric positions of the sam-
ples are chosen for comparison, denoted in Fig. 3 by the
yellow dashed lines. The values and mathematical errors
are listed in Table 2. In the table, superscripts Theo and
Cal represent theoretical values and calculated values,
respectively, and EL and EH represent low energy (tube
voltage 35 kV) and high energy (tube voltage 45 kV),
respectively.

4.3 Dual-energy calculation

This subsection investigates the feasibility of the
dual-energy phase-contrast method described by Eqs.
(15) and (16), aiming to compute the area densities of
two materials simultaneously. A numerical simulation is
carried out on a contrast phantom whose cross section is
shown in Fig. 4.

Fig. 3. (color online) Results for the area density calculation along the cross section with the absorption method,
refraction method and theoretical results, shown by black lines, red lines and blue lines respectively. (a) Results
of sample � at the tube voltage of 35 kV. (b) Results of sample � at the tube voltage of 45 kV. (c) Results of
sample � at the tube voltage of 35 kV. (d) Results of sample � at the tube voltage of 45 kV. (e) Results of sample
� at the tube voltage of 35 kV. (f) Results of sample � at the tube voltage of 45 kV.
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Table 1. The absorption and refraction factor at different energies, and the densities of the samples [21].

tube voltage(mean energy)
PMMA POM

absorption β(×10−10) refraction δ(×10−7) absorptionβ(×10−10) refractionδ(×10−7)

35 kV(25 keV) 1.53018681 4.26404711 2.03051909 5.0097696

45 kV(27.5 keV) 1.22495458 3.52414105 1.60430406 4.1531670

ρ/(g/cm3) 1.19 1.42

Table 2. Area density comparison between the calculation values and the theoretical values at centric positions of
the samples.

samples MTheo/(g/cm2)

absorption method refraction method

EL EH EL EH

MCal/(g/cm2) %Error MCal/(g/cm2) %error MCal/(g/cm2) %error MCal/(g/cm2) %error

�PMMA 0.595 0.58 −2.52 0.57 −4.20 0.60 0.84 0.56 −5.88

�POM 0.71 0.62 −12.6 0.69 −2.82 0.57 −19.7 0.74 4.23

�POM 1.42 1.3 −8.45 1.19 −16.1 1.25 −11.9 1.32 −7.04

Fig. 4. (color online) The cross section of the con-
trast phantom used for the simulation.

As the illustration shows, the phantom consists of a
core cylinder made of POM, closely encircled by a cylin-
drical chamber made of PMMA (r = 5 cm, R = 10 cm).
As before, we still set the tube voltage at 35 kV and 45
kV. Thus, the refraction angle of the X-ray θ(x) can be
described as [20]

θ(x)=























− 2δPMMAx√
R2−x2

, r 6 |x|< R

2δPMMAx√
r2−x2

− 2δPMMAx√
R2−x2

− 2δPOMx√
r2−x2

, |x|< r

(20)

where we define the radius direction as axis x and the
center of the cross section as the origin, as shown in Fig.
4. To simplify the simulation, we define

Θ=

∫

θ(x)dx. (21)

Figure 5 is a schematic representation of the simu-
lation process. Fig. 5(a) shows the variation of the re-
fraction angle according to the pixel position at the tube
voltage of 35 kV and Fig. 5(b) is the integration thereof.

Figure 5(c) and 5(d) are the corresponding simulation
results at the tube voltage of 45 kV.

Fig. 5. Sketch of the simulation process. (a) Sim-
ulation of refraction angle at tube voltage of 35
kV. (b) Simulation of the integration of refrac-
tion angle at tube voltage of 35 kV. (c) Simulation
of refraction angle at tube voltage of 45 kV. (d)
Simulation of the integration of refraction angle
at tube voltage of 45 kV.

Again the centric position of the phantom is selected
for comparison with the theoretical values. As Fig.
5 shows, ΘL = 9.08765 × 10−6 and ΘH = 7.50131 ×
10−6. Based on the data in Table 1, we can deduce
that ∆SL=(δ/ρ)SL= 3.58323287×10−7, ∆SH=(δ/ρ)SH =
2.96146307× 10−7, ∆BL=(δ/ρ)BL = 3.60390141× 10−7,
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∆BH=(δ/ρ)BH = 2.97178169 × 10−7, ZS =
∆SH

∆SL

=

0.82647798, ZB =
∆BH

∆BL

= 0.82460127, consequently,

MPOM =
ΘLZS −ΘH

∆BL(ZB −ZS)
= 13.94 (g/cm2),

MPMMA =
ΘLZB −ΘH

∆SL(ZS −ZB)
= 11.335 (g/cm2).

According to our assumption, however, the theoreti-
cal values ought to be

MPOM = ρPOM×DPOM = 14.2 (g/cm2),

MPMMA = ρPMMA×DPMMA = 11.9 (g/cm2),

where DPOM and DPMMA represent the transmission
length of the core cylinder and the chamber cylinder at
the centric position respectively. Naturally, the simula-
tion errors are calculated as follows.

∆POM =
MCal

POM−MTheo
POM

MTheo
POM

×100% =−1.83%,

∆PMMA =
MCal

PMMA−MTheo
PMMA

MTheo
PMMA

×100% =−4.75%,

where superscript Cal represents simulation values and
superscript Theo represents the theoretical values.

Similarly, the area densities of the contrast phantom
can be calculated with the absorption-based method de-
scribed by Eqs. (6) and (7) at the centric position. Us-
ing the data listed in Table 1, we can work out that
ULB = (µ/ρ)

LB
= 0.362244, UHS = (µ/ρ)

HS
= 0.286846,

ULS = (µ/ρ)
LS

= 0.325747, UHB = (µ/ρ)
HB

= 0.314829,
RB = ULB/UHB = 1.150609, RS = ULS/UHS = 1.135617,
and consequently,

MS =
RB ln(IH/I0H)− ln(IL/I0L)

ULS −UHSRB

= 11.899928(g/cm2),

MB =
RS ln(IH/I0H)− ln(IL/I0L)

ULB −UHBRS

= 14.200008(g/cm2).

Likewise, the simulation errors are

∆POM =
MCal

POM−MTheo
POM

MTheo
POM

= 5.634×10−7,

∆PMMA =
MCal

PMMA−MTheo
PMMA

MTheo
PMMA

=−6.0504×10−6.

5 Discussion

Figure 3 shows the calculation results with the ab-
sorption method and the novel phase-contrast method
while Table 2 quantifies the corresponding calculation

errors, which both prove the validity of the proposed
method (calculation error is generally <5%). Moreover,
the errors can result from: (1) the parameter gauge of
the apparatus, the optical elements and the samples; (2)
the absorption and refraction of air. Furthermore, it is
worth noticing that there is a lot of noise in the ab-
sorption data, but the refraction data follow a relatively
smooth curve. The distinction between the calculation
processes is able to explain the divergence. In the re-
fraction calculation method, an integration is contained,
which is actually a filtering operation, but the absorp-
tion method is based on the original images, making the
absorption method inferior to the refraction method in
terms of noise reduction. Nevertheless, calculation errors
can also be introduced by the integration, and further
work should be done to quantify the errors.

Additionally, the phase-contrast method suffers
greater error in comparison with the absorption-based
method, as shown in Fig. 3. Due to the difference in
computational method between the two methods, the er-
rors can be explained. For the absorption-based method,
the area density is calculated with Eq. (3), where term
ln(I/I0) is read directly from the detector. For the
phase-contrast method, however, the calculation equa-
tion is Eq. (12), where only the refraction angle α(x) is
directly read, resulting in an integration process being
used. The integration can cause errors in the refraction
of air; as mentioned before, the error introduced by the
refraction of air should be estimated, and the integra-
tion actually has a significant amplification effect on the
errors. Although a refraction correction is introduced
before calculation, eliminating the error utterly is im-
possible. Error is also introduced in the jump of the
refraction angle. Theoretically, the distribution of the

refraction angle follows the equation θ(x) =− 2δx√
R2−x2

.

Obviously, at the edge of the cylinders (x = R), θ(x)
tends to infinity, so the calculation formula can approx-
imately calculate the area density.

As stated before, the new dual-energy method is de-
voted to the accurate calculation of low-Z materials,
so two low-Z materials close to each other in effective
atomic number (ZPMMA = 6.47, ZPOM = 6.95) are em-
ployed in the numerical simulation. It is striking that
the simulation errors of the absorption-based method are
near zero, which is consistent with the theoretical expec-
tations. However, the simulation results obtained by the
phase-contrast method have a certain error (simulation
errors are −4.75% and −1.83%, respectively). Likewise,
the error sources can be analyzed as: (1) theoretically,
the refraction angle at the cylinder edge approaches in-
finity, so the simulation involves an approximation; (2)
the integration to determine the phase shift involves er-
rors.
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Though the simulation error of the absorption-based
method is much less than the phase-contrast method, it
is improper to make any conclusion as to which method
is better because of the large gap between numerical sim-
ulation and practical application. The accuracy of the
two methods will undoubtedly be lower in application,
but the new method has a much better contrast for soft
tissues and there is still enough room for improvement
of the computational method. In brief, the new method
is superior in imaging quality, but the absorption-based
method performs better in imaging processing, and much
future effort is required to make a detailed analysis and
comparison between them.

X-ray phase-contrast imaging possesses evidently
better contrast compared to the conventional absorption-
based imaging for low-Z materials, while they perform
similarly for high-Z materials. So the dual-energy phase-
contrast method has certain advantages over the dual-
energy absorption method, which can briefly be summa-
rized as follows. Firstly, the new method lowers the ra-
diation dose. With the novel dual-energy phase-contrast
method, we can utilize X-ray sources with lower power
and lower photon energy to obtain desirable images and
calculation accuracy. Meanwhile, the radiation dose is
reduced, which is critical if we aim to extend its uti-
lization to clinical application. With current DEXA de-
vices, the radiation dose of a complete checkup can be
kept down to 100 µSv, while the photon energy used in
the dual-energy phase-contrast method is only one third
or half of conventional DEXA devices. Therefore, the-
oretically, the radiation dose can be cut to half of the
DEXA method at least. Secondly, the calculation accu-
racy for bones as well as soft tissues can be improved.
In bone density measurement, soft tissue density is also
measured, and the measurement accuracy directly affects
that of the bones. With the dual-energy phase-contrast
method, soft tissue density can be measured with im-
proved accuracy, which thus improves the bone density
measurement as well. Thirdly, the use of contrast agents
in certain operations can be reduced or eliminated. In ex-
isting dual-energy subtraction digital radiography, con-
trast agents are necessary because of the similarity of
soft tissues (e.g. blood vessels and their surrounding tis-
sues). The dual-energy phase-contrast method has an
inherent merit in distinction of similar low-Z materials,
so contrast agent is no longer needed and the operating
procedure is simplified.

Although the new method has many advantages over
the existing one, two major issues call for further inten-
sive analysis. First, the tube voltage. For typical X-ray
wavelengths employed in medical imaging, the refraction
angles of soft tissues are usually smaller than 10 µrad.
Naturally, improving the measurement sensitivity is es-
sential, and increasing the tube voltage is an option to do

this. However, higher energy can lead to lower differen-
tial phase contrast, and as a result, the selected photon
energy of current X-ray phase-contrast imaging devices
is always below 30 keV. With too low a photon energy,
however, the penetration of X-ray declines, which im-
pairs the imaging quality. The photon energies should
be below and close to 30 keV. Meanwhile, the two se-
lected energies should ensure that the differentiation of
two tissues can be detected and calculated. Therefore,
with required effective photon energy of 25 keV and 27.5
keV, the tube voltage is set at 35 kV and 45 kV, respec-
tively. The experimental results also support the energy
discussion before. Second, experimental materials. For
a precise simulation and calculation of the human body
with the new method to compare with DEXA, the exper-
imental materials should be as similar to human tissue as
possible. In current DEXA experiments, aluminum and
PMMA are generally used to mimic bone and soft tissue,
respectively, because they have similar optical properties
with the X-ray we use. For this reason, it is convincing
to simulate soft tissues with PMMA, but POM is inap-
propriate to simulate the bone. However, constrained by
the experimental condition, it is hard to implement fur-
ther experiments at present, and as a result, the current
experiment data and analysis are merely able to demon-
strate the validity of equation (15) and (16) in principle.
In our future work, we plan to evaluate the practicabil-
ity and accuracy of the new method in operation. Fi-
nally, the phase-contrast imaging method we employed
is based on a Talbot-Lau interferometer, and it is gener-
ally optimized for a certain photon energy. As a result,
the alteration of the tube voltage decreases the image
quality. Hence we hope to develop a flexible dual-energy
phase-contrast imaging method in the future.

6 Conclusion

In this paper, a novel phase-contrast method for area
density calculation is presented, including single-energy
method and dual-energy method. Experimental results
from the refraction images and a numerical simulation
demonstrate that the new method is applicable to area
density measurement. Further extension of the work
should include assessing the error with experiments on
biological samples, quantifying the radiation dose, opti-
mizing the dual X-ray energies and developing a flexi-
ble dual-energy phase-contrast imaging system. More-
over, another research endeavor is to apply dual-energy
phase-contrast subtraction digital radiography in cardio-
vascular disease or inchoate cancer diagnosis, which may
revolutionize these fields.
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